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ABSTRACT   

Fault detection and isolation in the gas lift system were implemented assuming the gas lift variables are stochastic. Injection valve 

coefficient (Civ), production choke coefficient (Cpc), annulus pressure (Pa), and wellhead pressure (Pwh) were observed to show 

variations with faults presence. By simulating these gas lift variables as stochastic, the probability density function (PDF) data were 

used to generate decision functions for both the detection and isolation of the gas lift valve faults. The scheme accurately detected and 

isolated faults in the injection valve coefficient (Civ) and production choke coefficient (Cpc). The result of this diagnosis will aid the 

proper implementation of fault tolerant control in the gas lift system which will lead to its optimal operation. 

Keywords: Gas Lift, Fault Detection, Fault Diagnosis, Fault Isolation, PDF Data. 

Copyright @ All authors 
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1 Introduction   

Gas lift systems are used for lifting crude oil into the 

production platforms when the reservoir pressure becomes 

insufficient [1]-[3]. Due to the location and the materials 

transported, gas lift usually suffers from faults that reduce its 

ability to function as desired or even cause danger. To optimally 

operate the gas lift system, therefore, a proper fault diagnosis 

procedure must be implemented. 

Fig. 1 is a gas lift system. The key variables are the 

pressures, flow rates, and masses. The pressures are annulus 

pressure (𝑃𝑎), reservoir pressure (𝑃𝑟), bottomhole pressure (𝑃𝑏ℎ), 

well pressure (𝑃𝑤), wellhead pressure (𝑃𝑤ℎ) and separator 

pressure (𝑃𝑠). The flow rates are flow of lift gas from the 

compressor into the annulus (𝑤𝑔𝑙), flow from annulus into tubing 

(𝑤𝑖𝑣), flow from reservoir into the tubing (𝑤𝑟) and flow from the 

tubing into the separator (𝑤𝑝𝑐). The masses are the mass of gas 

in the annulus (𝑚𝑔𝑎), mass of gas in tubing (𝑚𝑔𝑡) and mass of 

oil in tubing (𝑚𝑜𝑡). These masses form the states of the gas lift 

system. 

The natural source of energy for the lift is the reservoir 

pressure (𝑃𝑟) [4]-[5]. During the operation of the system, this 

pressure could become insufficient to lift the crude as desired. 

Gas from the compressor station is therefore supplied to the 

annulus through the gas lift valve. The gas then flows to the 

tubing through the injection valve and mixes with the liquid in 

the tubing. This lightens the tubing liquid ensuring adequate oil 

production again [6]-[7]. 

The valves control the flow of oil through the system [8]-

[9]. The opening and closing of the valves expose the valves to 

faults that affect their optimal operation. Due to the variation of 

reservoir parameters in particular, the gas/oil ratio (GOR), the 

gas lift variables are stochastic in nature, and fault diagnosis 

using the variables is better implemented using probability 

density function (PDF) data similar to results in DC motor in 

[10]. 

In this article, faults in gas lift valves are detected and 

isolated. Variables that change in response to faults presence are 

selected. The residuals which follow Gaussian distribution hence 

permit the use of the PDF data to provide the decision functions 

presented. The decision functions to detect the fault are 

monitored. By generating fault signatures, the faults are isolated. 

The remainder of this article is as follows: Section 2 

discusses the materials and methods; Section 3 presents the 

results and discussion, and Section 4 concludes the article. 

 

Fig. 1 A single-well gas lift system 

2 Materials and Methods 

2.1 Gas Lift faults 

Fault diagnosis involves three activities namely: (i) 

detection, (ii) isolation, and (iii) identification. While fault 

detection implies detecting fault presence, fault isolation 

involves determining faulty components and fault isolation deals 

https://doi.org/10.38032/jea.2023.02.001
http://creativecommons.org/licenses/by-nc/4.0/
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with identification of fault type.  Some valve faults can have a 

step-change effect on the flow rate. The valve coefficient is 

obtained by lumping together all the constants that affect flow 

rates through the valve. For a fluid of constant density at a given 

temperature, 𝐶𝑖𝑣 is the flow rate per unit pressure change (ΔP) if 

the percentage valve opening is constant.  Hence, the flow rate 

through the valve is determined by the valve coefficients as well 

as the percentage of valve opening if the pressure, density, and 

temperature are fixed. Faults have effects on the control of flow 

rate using the valve coefficients as parameters.  

Fault diagnosis is therefore implemented here by assuming 

valve faults to result in a step-like change in these valve 

coefficients. The other assumption is that the gas lift variables 

are Gaussian implying zero mean with nonzero variance.  

Augmented states are therefore obtained if the valve 

coefficients are added to the masses described in section 1 as: 

𝑥 = [𝑚𝑔𝑎   𝑚𝑔𝑡     𝑚𝑜𝑡     𝐶𝑖𝑣    𝐶𝑝𝑐]𝑇 (1) 

These augmented states vary for 𝑚𝑔𝑎, 𝑚𝑔𝑡 , 𝑚𝑜𝑡 but 

remains constant for  𝐶𝑖𝑣 , 𝐶𝑝𝑐 until the arrival of faults.  

2.2 Gas Lift Variables Used for Fault Detection 

Fault detection involves generating a residual, r. This 

residual is constant at a steady state at each time sample in the 

absence of fault. This is still true even in the presence of input 

change and disturbance for an ideal system. This residual 

changes only when there is a fault.  For a stochastic system, with 

Gaussian noise distribution, the residual has zero mean and 

nonzero variance.  At no-fault case. The mean is however 

nonzero at all or some points when there is fault. 

  𝐶𝑖𝑣 and 𝐶𝑝𝑐 are good candidates to be used to generate fault 

signatures. Other variables also vary in known ways due to faults 

in the valves. Fig. 2 shows an abrupt fault of 20% step increase 

in  𝐶𝑖𝑣 introduced at the 60th minute and 𝐶𝑝𝑐 introduced at the 

120th minute while Fig. 3 shows the step decrease. 

In Fig. 2 and Fig. 3 a step fault in 𝐶𝑖𝑣 has no affect 𝐶𝑝𝑐, 

similarly, a step fault in 𝐶𝑝𝑐 does not affect 𝐶𝑖𝑣. Therefore, if a 

residual is generated for a fault in the 𝐶𝑖𝑣, it will not affect the 

residual for the fault in the 𝐶𝑝𝑐. To improve detection and 

isolation, we increase the number of variables that will be used 

to generate fault signatures. We make an assumption to enable 

us to use this: there is no disturbance input and the system is 

operating at a steady state where the control input is constant 

throughout. Removing the disturbance effect helps avoid having 

to solve the optimization problem to decouple the disturbance 

effect hence easing our fault detection here. We, therefore, add 

other variables to the two gas lift valve coefficients. These 

additional variables are discussed briefly below: 

 𝑃𝑎: The pressure in the annulus is directly affected by the 

injection valve coefficient (𝐶𝑖𝑣). All other things being constant, 

𝑃𝑎 decreases if 𝐶𝑖𝑣 increases owing to more gas flow from the 

annulus into the tubing which decreases the mass of gas in the 

annulus 𝑚𝑔𝑎. But 𝑃𝑎 is affected by other variables namely, the 

pressure  in the well at the injection point (𝑃𝑤) and the rate of gas 

injection into the annulus (𝑤𝑔𝑙). Despite these a change in 𝐶𝑖𝑣 

will show symptoms in 𝑃𝑎 hence it is selected as one of the 

variables for detection to a large extent. But since annulus 

pressure is also affected by the well pressure at the injection 

point, 𝑃𝑎 is also affected by 𝑤𝑝𝑐 since it affects the 𝑃𝑤. 

 

Fig. 2 Augmented gas lift states with a 20 % step increase in 

valve coefficients 

Consequently, a fault in 𝐶𝑖𝑣 and 𝐶𝑝𝑐 show symptoms in 𝑃𝑎 

if a disturbance is removed and the system operates at constant 

input. This is shown where in both cases, the residual responded 

in the same way to fault presence, hence this is used for fault 

detection. 

 

Fig. 3 Augmented gas lift states with a 20 % step decrease in 

valve coefficients 

𝑃𝑤ℎ :  The pressure of the wellhead is affected by the flow 

rate through the production choke 𝑤𝑝𝑐. The pressure decreases 

as the production rate increases. 𝑃𝑤ℎ depends on the mass of 

tubbing gas which is contributed by flow from the reservoir and 

from the annulus. 𝑃𝑤ℎ is hence affected by 𝐶𝑖𝑣 too but minimally 

as the loss in mass due to reduced 𝑤𝑖𝑣  can be compensated for 

by the flow from the reservoir. A fault in 𝐶𝑖𝑣 shows little effect 

on the 𝑃𝑤ℎ  as seen in Fig. 4(b) where the fault in 𝐶𝑖𝑣 affected the 

residual only during the fault transient period. A fault in 𝐶𝑝𝑐 

shows strong effect on 𝑃𝑤ℎ  as shown in Fig. 5(b). 𝑃𝑤ℎ  can 

therefore be used for both detection and isolation when 

appropriate threshhold is selected.  

Flowrates: Many other variables vary in an observable way 

with valve coefficients faults when the disturbance is ignored and 

input kept constant; for example, Fig. 6 shows the flow rates for 

the gases. 
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Fig. 4 Gas lift residual with a 20 % step increase in 𝐶𝑖𝑣 

  

Fig. 5 Gas lift residual with a 20 % step increase in 𝐶𝑝𝑐 

 

Fig. 6 Gas lift residual with a 20 % step increase in 𝐶𝑝𝑐 

Both 𝑤𝑟𝑔 and 𝑤𝑝𝑔 change with change in the valve 

coefficients at steady states while 𝑤𝑖𝑣  change only during the 

transient period. Flow through the injection valve is not affected 

at a steady state due to the fact that there is no net change in 

annulus gas implying that 𝑤𝑖𝑣  = 𝑤𝑔𝑙  at steady state. The mass of 

gas in the annulus is also seen to vary with changes in 𝐶𝑖𝑣 as seen 

in Fig. 4. 

The mass of gas in the annulus behaves similarly to 𝑃𝑎 (Fig. 

4(f) and Fig. 5(f)), hence no need to include it.  It is expected that 

mixture density should respond to both a change in 𝐶𝑖𝑣 and 𝐶𝑝𝑐 

but Fig. 4(c) shows no residual change with fault in 𝐶𝑖𝑣 while 

shows change with fault in 𝐶𝑝𝑐. Fig. 4(d),(e) and Fig. 5(d),(e) all 

behave as expected, with each residual responding to change in 

the corresponding fault and unaffected by fault in other 

coefficients.  We therefore limit the additional variables to two 

which are 𝑃𝑤ℎ  and 𝑃𝑎.  

2.3 Gas Lift models. 

The gas lift models presented here are adapted from [11]. 
The mass (differential equations): 

dmga

dt
 = wgl − wiv 

(2) 

dmgt

dt
 = wiv+wrg − wpg 

(3) 

dmot 

dt
= wro −  wpo 

(4) 

 

Flow rate: 

wiv=Civ√max(0, ρ
a
(Pa-Pw) 

(5) 

 

wpc=Cpc√max(0, ρ
w

(Pwh-Ps)  f(u) 
(6) 

wpg=
λ

λ+1
wpc 

(7) 

wpo=
1

λ+1
wpc 

(8) 

 

wro=Cr√ ρ
o
(Pr-Pbh) 

(9) 

wrg=GOR (10) 

The pressure: 

Pa=(
TaR

VaM
+

g

Aa

)ga 
(11) 

 

Pwh=
TtR

M
(

mgt

Vt+Vbh-
mot

ρ
l

) 

(12) 

Pw=Pwh+
(mgt+mot-ρmVbh

) gHt

Vt

 

(13) 

Pbh=Pw+ρ
m

gHbh (14) 

The density: 

ρ
a
=

mgaPa

TaR
 

(15) 

𝜌𝑚 =
𝑚𝑔𝑡 + 𝑚𝑜𝑡 − 𝜌𝑜𝐿𝑏ℎ𝐴𝑏ℎ

𝐿𝑤𝐴𝑤

 
(16) 
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3 Results and Discussion 

3.1 Residual Generation 

The residual has been shown in Fig. 4 and Fig. 5 of section 

2.2 to change in reaction to a fault. Fig. 7 shows the decision 

function for the residuals for a no-fault case. It is seen that at no 

fault, the function variation is very small hence no fault can be 

detected. When a fault is introduced, these functions change in 

response to the faults as shown later in section 3.3.  

 

Fig. 7 No fault decision function based on the residuals 

3.2 Hypothesis test using PDF data 

ResidualS statistics of the gas lift system change following 

the arrival of fault. Fig. 8 is the PDF plot of the residual for the 

selected variables. The mean and standard deviation of some of 

the variables change with a fault when the production choke 

valve is increased by 20 % after the 600th minute. While for 

annulus pressure and wellhead pressure, the mean of the PDF 

shifts right following the fault, the PDF of the residual for the 

production choke characteristics shifts left after the fault, and that 

of the injection valve remains constant.  The variation of the PDF 

of the residuals of some variables of the gas-lifted system with 

fault present is used to produce a decision function. This decision 

function is monitored which when an appropriate threshold is 

exceeded, a fault is detected, and the alarm rings.  

 

Fig. 8 PDF of the residuals for faulty and no-fault cases 

The hypotheses according to [12], this hypothesis test is 

stated as follows: 

𝐻0:    Ɵ(𝑖) =  Ɵ0         for 1 ≤ 𝑖 ≤ 𝑡 

𝐻1:    Ɵ(𝑖) =  Ɵ0         for 1 ≤ 𝑖 ≤  𝑖𝑓 

Ɵ(𝑖) =  Ɵ1         for 𝑖𝑓 ≤ 𝑖 ≤  𝑡 

Where i is the time instant, t is the simulation time and 𝑖𝑓 is 

the fault occurrence time. We select 𝐻0 if there is no change in 

decision function exceeding the selected threshold over the 

whole simulation time, else, 𝐻1 is selected.  

3.3 Fault detection using PDF data 

The decision function for the fault of a 20 % increase in 𝐶𝑖𝑣 

occurring at the 600th sample time is given in Fig. 9 while a 20 

% increase in Cpc is given in Fig. 10. The data window is taken 

as N = 50 samples (minutes) and the simulation time is 1000 

samples with the first 100 minutes removed to avoid the transient 

part (caused by the initial condition). In Fig. 9, only the annulus 

pressure Pa and Civ decision function change in response to a 

fault. But in Fig. 10 the decision function corresponding to the 

annulus pressure, wellhead pressure and 𝐶𝑝𝑐 responded to the 

faults while the decision function for the 𝐶𝑖𝑣 does not respond to 

the 𝐶𝑝𝑐 fault. 

 

Fig. 9 Decision function for a fault of 20% in the 𝐶𝑖𝑣 

 

Fig. 10 Decision function for a fault of 20% in the 𝐶𝑝𝑐 

This makes it much easier to isolate faults in Cpc then it is 

for Civ. Fig. 9 and Fig. 10 show that a threshold of h = 23 selected 

can easily be met with little detection delay. Fig. 11 and Fig. 12 

show the zoomed sensitive residuals to indicate the point at 

which the fault is detected (time at which gk = h = 23) for Fig. 9 

and Fig. 10 respectively, where gk implies decision function.  

In Fig. 11 the gk for the 𝑃𝑎 residual crossed h = 23 at 504 

samples which is the detection time implying that the detection 

delay is therefore 3 samples, while the detection delay for the 𝐶𝑖𝑣 

is 22 samples. Similarly, the detection delays in Fig. 12 are 3, 3, 

and 19 samples for 𝑃𝑎, 𝑃𝑤ℎ and 𝐶𝑝𝑐 respectively. All these 

detection delays are within acceptable values for a gas lift 

system.  
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Fig. 11 Zoomed decision function for a fault of 20% in the 𝐶𝑖𝑣 

 

Fig. 12 Zoomed decision function for a fault of 20% in the 𝐶𝑝𝑐 

The estimated change magnitude of the parameter is 2.1*E-

4 for 𝐶𝑝𝑐 and 5.7*E-5 for 𝐶𝑖𝑣. If we note that 𝐶𝑝𝑐 provided is 

2*E-3 and 𝐶𝑖𝑣 is 1E-4, then the estimated changed magnitude of 

the fault is 10 % for 𝐶𝑝𝑐 and 57 % for 𝐶𝑖𝑣. But we apply a 20% 

change in both cases implying the effects of noise and the size of 

N has affected the estimated parameter at the point the fault is 

detected.  

3.4 Fault isolation in gas lift system using PDF data. 

For fault isolation, Table 1 shows the fault signatures for the 

variables and parameters selected. A 1 in the entry for a given 

residual implies the decision function changes following the 

arrival of the fault and 0 means the decision function is 

insensitive to a fault. From Table 1, each fault can be easily 

isolated since they have different signatures. The residual for the 

annulus pressure only helps in detection but not isolation as it is 

sensitive to both faults.  

Table 1 Fault signatures for the gas lift system 

 fault in 𝐶𝑖𝑣 fault in 𝐶𝑝𝑐 

gk for 𝑃𝑎 residual 

gk for 𝑃𝑤ℎ residual 

gk for 𝐶𝑖𝑣 residual 

gk for 𝐶𝑝𝑐 residual 

1 

0 

1 

0 

1 

1 

0 

1 

 The decision presented in Fig. 9 to Fig. 12 evaluates the 

residual and a simple logic is used to isolate the faults based on 

Table 1.  The residual for 𝑃𝑎 can be ignored as it is sensitive to 

both faults and a necessary condition for isolation is that the 

number of residuals must be at least equal to the number of faults. 

Even if 𝑃𝑎 is removed, there are still three residuals for two faults. 

4 Conclusion 

Fault detection and isolation in the gas lift system was 

implemented considering the selected variables as stochastic 

hence the PDF data of these variables were used to generate fault 

signatures. The PDF data of the variables were used to generate 

decision functions used for both fault detection and isolation. The 

valve coefficients were used in addition to annulus pressure, flow 

through the injection valve, and pressure of the wellhead. The 

algorithm detected and isolated all fault scenarios examined for 

the gas lift system. The detection and isolation of the fault in the 

systems provide input to a fault-tolerant control system that 

ensures optimal operation of the gas lift system. 
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ABSTRACT   

Production system effectiveness determine to measure the sustainability of the established industries demands the development of 

a model for resolving global sustainable productivity challenges. The attributes (internal and external) of industrial failure were 

determined using questionnaire administration and oral interviews of industry experts in five (5) selected production companies in 

Nigeria: (Company A); (Company B); (Company C); (Company D) and (Company E). Production System Effectiveness (PSE) factors: 

Availability A, Performance P, and Quality Q were determined to arrive at manageable decision-making criteria under uncertainty, 

risk, or competition. Initial measures of PSE were based on the input internal factors (manpower, machine, material, energy, 

management, information/communication, money, and marketing), while sustainability decisions were determined using globally 

acceptable standards. The model was tested using data (weighted and normal) from the stated companies to determine their 

sustainability performances, while paired t-test statistic was used to test the levels of significant difference between weighted (WPSE) 

and normal (PSE) at 5%. The results indicated varying optimum decisions which were influenced by the nature/types of competition, 

risk, and standard of measure. The statistical result showed that there was a significant difference between the PSE and WPSE. These 

differences had little or no effect on optimum decision-making in all companies investigated. 

Keywords: Global, Standard, Production, Effectiveness, Sustainability. 
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1 Introduction 

Sustainability means meeting the needs without 

compromising the production system challenges [1]. Apart 

from material resources, machinery, manpower, energy, 

marketing, information technology, and money/funding 

sustainability are very important. Sustainable productivity 

performance of industries required optimum harmonization of 

the stated resources in the delivery of the core production 

process [2]. 

 Efforts and programs targeted at improving productivity 

in Nigerian industries have not yielded significant results [3]. 

The distribution of labor productivity by age of firms reveals 

that an average productivity of NGN10, 198 per worker is 

recorded among firms above 20 years of age and that labor 

productivity increases with the firm’s age [4]. 

With increasing globalization, human capital and 

manpower development, machine revolution, material 

advancement, modern communication, advanced marketing, 

and energy hybridization, a good sources utilization policy is 

required and can be accessed through qualitative education and 

training in sources management [5]. 

 Human capital development is crucial and ultimate in 

propelling productivity. Technological advancements are 

products of human minds and can only be made productive by 

positive monitoring and competitiveness. The energy sector 

also contributed to the industrialization of many nations; its 

failure however has an advert effect on the nation's economic 

growth [4]. 

The manufacturing industry constitutes a large impact that 

undertakes a series of activities, which include the production 

of different items, machines, equipment, etc. There are a range 

of sections in the manufacturing industry, from the managerial 

section down to production, maintenance, and inspection 

departments. Due to the competition between corporations, 

industries, businesses, firms, and organizations, there is always 

the desiring need for something new. Every industry or firm 

must have competent management in place to ensure that the 

production process is always on the right track. For the 

manufacturing industries to compete favorably with one 

another, they must be innovative [6]. A competitive 

manufacturing industry is an ingredient of sustainable 

development [7]. Sustainable development also means 

attaining a balance between environmental protection and 

human capacity building and between present and future needs 

[8]. In all cases, manufacturing (production) industries played 

a very important role in achieving a sustainable development 

goal by 2030 [3]. 

Production industries required a good transportation 

system (by land, water, or air) which comprised automobiles, 

marines, and aeronautics. Transportation industries have 

played a good role in sustainable development in the areas of 

safe transportation of raw materials and finished goods to/from 

the production industries [9]. A good transportation system has 

enabled waste elimination, and prompt availability of raw 

materials and other production resources as and when required 

for production activities, thereby improving resource 

utilization, procurement management, and sustainability [10]-

[12]. 

Developing countries need accelerated growth and the 

manufacturing industry provides the bulk of this transition to 

developed economies. This means a bulk of investment is 

https://doi.org/10.38032/jea.2023.02.002
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necessary to develop infrastructure for the industries to thrive, 

reach their sustainable capacities, and attain accelerated Gross 

Domestic Product (GDP).  On this basis, strategic planning 

geared towards promoting adequate investment in the 

manufacturing industry is necessary [13]. 

The global demand for effective utilization of both humans 

and machinery is increasing due to wastage incurred during 

product manufacturing. Excessive waste generation has made 

entrepreneurs find it difficult to break even. The development 

of a dynamic error-proof Overall Equipment Effectiveness 

(OEE) model for optimizing the operations of a complex 

production system is targeted at minimizing/eradicating 

generated wastes/losses [3]. 

There is a high need to move from ordinary mechanization 

to automation of industrial processes to improve efficiency 

[14]. Maximum productivity is highly needed hence, 

automation must be followed by a lean workforce [15]. 

The global mantra in the past four decades has culminated 

in the desire to achieve sustainability and sustainable 

development. This mantra has stemmed from concerns for the 

future, in terms of resource endowment, human health, and the 

environment. Nigeria has yet to meet this goal as there are 

several challenges to sustainable industrial development [16]. 

The progressive incorporation of information and 

communication technologies (ICT) [17] and their combination 

with production process technologies have made 

manufacturing operations more intelligent and sustainable [18]. 

Interestingly, the research that focused on contributing to 

sustainability was mainly dedicated to Europe, the Far East, 

and the Southeast regions of Asia. One reason for this result 

was huge EU funding for research, which meant that Europe’s 

researchers had access to huge funds for industrial 

sustainability and digitalization. This funding initiative had 

contributed to the digital transformation of industries in Europe 

[18]. 

In advanced technology platforms, data are a crucial factor 

in promoting sustainable production and supply chain 

operations [19]. Sustainable manufacturing is positively 

mediated using sensors, intelligent algorithms, and actuators to 

permit data collection in the manufacturing environment [20]. 

Historic product characteristics can be saved in the blockchain, 

which allows users to identify the origin, quality, and lead time 

of the product [21]-[22]. Smart supply chains and 

transportation systems are critical to industrial productivity 

[23]-[24]. 
Design change propagation is a primary source of risk and 

innovation in complex product (CP) development of a 

production system which can affect processing sustainability 

[25]. Linking product design to customer behavior is a good 

factor in sustaining productivity in a dynamic production 

environment. The simulation concept was also used in making 

decisions as it affect productive processes in the past. However, 

with the availability of solutions and technologies, simulation 

is no longer a tool with limited scope and analysis. Artificial 

intelligence with physical systems was considered to allow 

virtual models to be sensitive to physical changes and aligned 

with the current state of production processes [26]. 

The application of an innovative energy system is capable 

of resolving the challenges created by the inadequacy of energy 

in the production system [27]-[28]. The effectiveness of 

operational level and management (EM) practices and their 

long-term impacts on material inventory was assessed using 

data from U.S. industrial facilities [29]. Demand-side 

mitigation solutions such as changing peoples' consumption 

behaviors can substantially help limit climate change. In the 

manufacturing realm, promoting, and directing the 

consumption behavior of customers is a good factor in 

encouraging sustainable industrial development [30]. 

Sustainability measures were being re-designed to provide a 

measurement of the production system within the link of 

accountability [1].  Measuring and evaluating the performance 

of production process sustainability is still not a common 

practice in some companies [31]. 
 

 

 

 

 

 

 

 

1.1 Production System Effectiveness (PSE) 

PSE depends on availability rate, performance efficiency, 

and quality rate. Therefore, PSE increases with the increase of 

these three elements. An increase in availability rate reduces 

buffer inventories needed to protect downstream production 

from breakdowns and increases effective capacity. An increase 

in the rate of quality products means that there is less scrap and 

rework, reduces costs, and yields a higher rate of quality [32]-

[33]. PSE is a complete performance measurement indicator, 

but to make it real it requires modification in terms of weights 

allocation [34], inclusion of production system dynamism, and 

consideration of production competitiveness. Factors affecting 

PSE are not equally important in all aspects and different 

weights of elements played a critical role.  

Wudhikarn et al. [35] proposed a new PSE indicator 

without considering production competitiveness. PSE and 

weighted PSE measures are more realistic because of 

production dynamism, corruption, and competitiveness 

consideration. 

Global sustainable standards in which production system 

effectiveness/productivity were been measured are enumerated 

in Table 1. In this study the choice of sustainable PSE was 

based on standards, this was rare in the past studies. 

Table 1 Sustainable standard of production system 

effectiveness/productivity 
 

Sustainable 

Standards/Classes 

 

Effectiveness/Productivity 

Range 

Sustainability 

Implication 

Global Standard, 

P(G) 
≥ 0.85 

Sustainable , 

[36]-[37] 

  

2 Methodology 

2.1 Model Development 

Factors that hindered productivity in terms of 

availability, quality, and performance in selected production 

systems were identified using questionnaire administration and 

oral interviews with manufacturing experts. These productivity 

challenges were caused by both external (outside production 

system) and internal (within production system) factors, 

individually and collectively. The identified internal factors are 

manpower, money, machine, energy, management, 

information/communication, material, and marketing while 

external factors are sustainable development trends, industrial 

revolution, and globally sustainable/acceptable standards.  The 

block diagram that shows the relations among the internal, 

external, and production system effectively is given in Fig. 1. 

https://www.tandfonline.com/doi/full/10.1080/00207543.2021.1901155
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/consumer-behaviour
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Fig. 1 Block Diagram of Production (Process / System) 
 

The challenges posed by the internal/external factors 

hindered the attainment of the maximum obtainable 

productivity index of unity (1). That is for the N number of 

internal factors, productivity continued to decrease with an 

increased number of factors N called challenges. Therefore, 

traditionally, productivity or production system effectiveness 

(PSE) was mathematically presented as Eq. (1) was modified 

as in Eq. (2) to take care of the stochastic nature of the process. 

𝑃𝑆𝐸 = 𝐴𝑃𝑄 (1) 

𝑃𝑆𝐸 = 𝑃(𝑆) = 𝐴𝑃𝑄 (2) 

where, 

PSE is production system effectiveness, 

A is Availability, P is Performance, and Q is Quality. 

Eqs. (1) and (2) are similar because their outcome is 

always less than 1 but they are different because the former is 

static while the latter is probabilistic, its outcome can change in 

space and time. This indicated the real nature of the production 

system. On this basis, Eq. (2), on consideration of the stated 

challenges was modified as Eq. (3). 

𝑃𝑆𝐸 = 𝑃(𝑆) = 𝐴𝑃𝑄 < 1 (3) 
 

 

Fig. 2 Block Diagram of proposed Model Characteristic  
 

The problem at hand is how to improve productivity such 

that external factors hindrance is mitigated. That is a globally 

accepted standard, 𝑃(𝐺), which is termed exogenous variables 

are satisfied as presented in Eq. (4). 

𝑃(𝑆) = 𝐴𝑃𝑄 ≥ 𝑃(𝐺) (4) 

Where, P(G) is global acceptable standard. 

The block diagram shown in Fig. 2 depicted the 

improvement strategy developed at meeting the set standards, 

with the main objective of meeting the condition of 

productivity stated in Eq. (5).  

𝑃(𝑆) = 𝐴𝑃𝑄 = 1 (5) 

Eq. (5) was made robust to allow weighting of the production 

system effectiveness factors using the Rank-Order Centroid 

(ROC) method [34] in which rank 1, 2, and 3 were allocated 

for lowest, average and highest weights respectively to enable 

its application in all categories of production system 

productivity measures. The weighting production system 

effectiveness (WPSE) was calculated as stated in Eq. (6). Eq. 

(7) gives the general equations for assigning weight ranking 

which results to 𝑤1, 𝑤2 and 𝑤3 as stated in Eqs. (8), (9), and 

(10) respectively [34]. 

𝑃(𝑆) = 𝑊𝑃𝑆𝐸 = 𝑤1𝐼 + 𝑤2𝑃 + 𝑤3𝑂 = 1 (6) 

Based on the ROC method [34]: 

𝑊𝑖 = (
1

𝐾
) ∑

1

𝑟𝑘

𝐾

𝑗−𝑖

 (7) 

𝑤1 = (1 +
1

2
+

1

3
+ ⋯ … . +1/𝐾) /𝐾 

(8) 

𝑤2 = (0 +
1

2
+

1

3
+ ⋯ … . +1/𝐾) /𝐾 

(9) 

𝑤3 = (0 + 0 + 0 + ⋯ … . +1/𝐾)/𝐾 (10) 

where: 

 rk is the rank of the kth objective 

 K is the total number of objectives 

wi is the normalized approximate ratio scale weight of the 

𝑖𝑡ℎ objective.  
w1 is weight of availability P(I) attribute 

w2 is weight of performance P(p) attribute 

w3 is weight of quality P(O) attribute 

It is inferable from the stated Eqns. that if, 

𝑃(𝑆) = 1, no challenges in the system 
(fully sustainable) 

(11) 

𝑃(𝑆) = 0,  System has collapsed (12) 

𝑃(𝑆) < 0,85, System is gradually collapsing 
but may be sustainable 

(13) 

These outcomes (Eqs. (11)-(13)) led to the establishment 

of two major decision variables (sustainable or unsustainable, 

under three conditions (fully sustainable/unsustainable, 

fairly/averagely sustainable, and fully 

unsustainable/sustainable), respectively. These alternative 

decision outcomes are shown in Fig. 3.   



A. J. Yakubu, B. Kareem, and B. O. Akinnuli /JEA Vol. 04(02) 2023, pp 40-48 

43 
 

 

Fig. 3 Decision Tree on production process sustainability   

 

Fig. 4 System development flowchart 
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First, Availability A, performance P, and Quality Q 

productivity measures were modified to reflect the real and 

dynamic probabilistic situation of the production system (as 

probabilities of input resources availability A, process 

performance 𝑃 and output quality 𝑄. Second, outcomes from 

the first step were partitioned into either success (good), 𝑃( )𝑆
∗ , 

or failure (poor), 𝑃( )𝑓
∗  productivity. Third, the binomial 

probability model was modified and applied to translate the 

process into three real-life productivity scenarios: good or 

sustainable; fairly or averagely sustainable; and poor or 

unsustainable. Forth, prior probabilities of process 

sustainability were measured based on the functionality of 

available production resources by focusing on radical 

production machinery. Fifth, process conditional probability 

was estimated based on success, failure, and success/failure 

sustainability scenarios. Sixth, process sustainability 

(posterior) probability,  𝑃[𝑆𝑖/𝑍𝑗] was established under normal 

and weighting for availability, performance, and quality, 𝑆𝑖  

respectively at a given condition, 𝑍𝑗   good, poor, or both. Next, 

Production System Effectiveness 𝑃𝑆𝐸/𝑃(𝑆) was determined 

under normal and weighting conditions. 

2.2 Flowchart for Computer Software programming  

 Flowchart (Fig. 4) of the Production Process starts 

from the identification of Production System Effectiveness 

(𝑃𝑆𝐸) factors: Availability𝐴, Performance 𝑃 and Quality 𝑄. 
The 𝑃𝑆𝐸 using Traditional approach (APQ) for measuring the 

production system effectiveness based on the production input 

(internal) factors (manpower, machine, material, energy, 

management, information/communication, money, and 

marketing). 

2.3 Model Validation and Performance Test 

Data were collected to test the efficacy of the model. The 

model was tested using the first round of data collected (70 % 

of the data) while the second round of the data (30 %) was used 

for validation. Paired T-test statistics were used to test if there 

existed a significant difference between PSE (𝜇2) and WPSE 

(𝜇2) for a given production system (company). 

Hypothesis: 

𝐻𝑂: 𝜇1 = 𝜇2 

𝐻1: 𝜇1 ≠ 𝜇2 

Decision rule: reject H0 if Pcalculated<p-value.  
Inference: Since Pcal<p-value. There is enough evidence to 

reject. 

For industry 0.1 ≥ 1, it is expected that time losses due to 

failure / idle time should not exceed the minimum range of 

Availability, Performance, and Quality as established, in past 

studies [3], [38].  

i. 0.1 – 0.50% for Industry 1.0 (poor, not sustainable) 

ii. 0.51 – 0.84% for Industry 2.0 to 3.0 (fair, averagely 

sustainable) 

iii. 0.85 – 1.0% for Industry 4.0 (excellent, and sustainable) 

iv. Greater than or equal to 1.0 for Industry 5.0 (outstanding, 

super sustainable) 

2.4 Collection of Data  

Relevant data were collected using a questionnaire and 

oral interview conducted in five (5) selected companies, 

labeled A, B, C, D, and E. The data were collected on the 

production process, working hours, downtime, product 

rejection, etc. These data were used for estimating relevant 

parameters as contained in the developed model. Estimated 

parameters include Availability Rate, Production Process 

Performance, Quality rate, Overall Production System 

Effectiveness     (𝑃𝑆𝐸), and decisions on production system 

process sustainability were made based on 𝑃(𝐺), criteria 

established from the literature. The summaries and nature of 

the data collected from Company A were given in Table 3 and 

the same method was used for collection of data for Company 

B, C, D, and E. In addition, data collection on weights ranking 

on Production Process Effectiveness factors were also given in 

Table 4. 

Table 2 Summary of the Mathematical Model Development 

S/n Parameter Traditional / Convectional (Old Model) Definition of symbols 

1 
Initial condition of the 

production process 

Availability A= 
Operation time

Loading time
 

A=Availability 

 

Performance P=
Net Processing time

Operating time
 

P=Performance 

 

Quality Q =
Processed amount−

defect amount

Processed amount
 

Q=processed 

amount 

2 Sustainability evaluation 
 

 

P(G),Global 

Acceptable 

standard 

≥0.85, 1.0 
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Table 3 Data Collection on Availability, Performance, and Quality of Company A  

Company A 

Process line Product:  Cement processing line/Eight (8) hours shift 

Input  

Factor 

Availability P(I) 

/hour = A 

Performance P(p) /hour = P Quality P(O)/quantities (kg) = Q 

Plants 
Time/ 

(Set-

up / h) 

Loading 
Time = 

(Process 

+ 
loading 

+ off-

loading) 
time /h 

Process 
Time 

/h 

Operating time 
(Cycle time)/h 

 

 
Processed 

Amount/kg 
Defect loses amount/kg 

Idling 

losses/h 

Minor 

stoppage 

/h 

Reduced 

speed /h 
 Rework 

losses 

Defect 

losses 

Start-

up 

loses 

Scrapped 

loses 

Manpower 8 8 8 1 2 0.5 1,200 25 10 5 2 

Machinery 6 8 7 1 2 1 1,000 50 22 12 3 

Info. /Comm 8 8 8 0.5 1 1 950 15 5 5 1 

Management 6 8 7 0.5 0 1 700 20 14 5 2 

Energy  7 8 6 0.5 0 3 1500 22 12 5 4 

Money/fund 8 8 7 0.5 0 1 2000 50 15 7 5 

Material  8 8 7 1 0.5 0.5 1150 12 20 20 7 

Marketing  8 8 8 0.5 1 0.5 1100 11 20 18 2 

𝑃𝑺𝑬 = 𝑨𝑷𝑸 
 

0.9210 0.8806 0.9890 

(0.9210 × 0.8806 × 0.9890) = 𝟎. 𝟖𝟎𝟐𝟏 

Table 4 Data Collection on Weights Ranking on Production Process Effectiveness Factors 

Attributes 

PSE 

Ranking 

(𝒓𝒌) 

Numerical calculation Weight 

Company A 

P(I) 1 𝑊1 = (1 + 1/2 + 1/3)/3 0.61 

P(p) 3 𝑊2 = (1/3)/3 0.11 

P(O) 2 𝑊3 = (1/2 + 1/3)/3 0.28 

Company B 

P(I) 3 𝑊2 = (1/3)/3 0.11 

P(p) 1 𝑊2 = (1 + 1/2 + 1/3)/3 0.61 

P(O) 2 𝑊3 = (1/2 + 1/3)/3 0.28 

Company C 

P(I) 2 𝑊1 = (1/2 + 1/3)/3 0.28 

P(p) 3 𝑊2 = (1/3)/3 0.11 

P(O) 1 𝑊3 = (1 + 1/2 + 1/3)/3 0.61 

Company D 

P(I) 1 𝑊1 = (1 + 1/2 + 1/3)/3 0.61 

P(p) 3 𝑊2 = (1/3)/3 0.11 

P(O) 2 𝑊3 = (1/2 + 1/3)/3 0.28 

Company E 

P(I) 2 𝑊1 = (1/2 + 1/3)/3 0.28 

P(p) 1 𝑊2 = (1 + 1/2 + 1/3)/3 0.61 

P(O) 3 𝑊3 = (1/3)/3 0.11 
  

3 Results and Discussion 

A summary of the normal and weighted Production 

System Effectiveness (PSE and WPSE) results under 

traditional (APQ) was presented in Table 5. It can be revealed 

that the traditional approach under equal weights has not 

produced sustainable outcomes in all companies investigated, 

while companies A, D, and E had sustainable performance 

under the weighted arrangement.  In this case, production 

system effectiveness was sustainable in all companies in both 

normal and weighted scenarios. 

Table 5 and Fig. 5, show the summary of the Production 

System Effectiveness, PSE; Weighted Production System 

Effectiveness, WPSE; and the corresponding decision 

outcomes (sustainable, fairly sustainable, or unsustainable) for 

companies A, B, C, D, and E, under competitive production 

environment with reference to global acceptable standard 

factor. 
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Table 6 shows that only the Maximax criterion was 

sustainable (DS) on Production System Effectiveness (PSE) 

and Weighted Production System Effectiveness (WPSE) which 

assumed no presence of competition. Also, Laplace and 

Hurwitz's criteria were sustainable (DF) on WPSE only with the 

presence of fair competition. Maximin, Minimax, Minimin, 

and Minimax Regret criteria were unsustainable (DU) on PSE 

and WPSE which assumed that full competition was in place. 

Therefore, company A can only survive under the Maximax 

criterion that is without competition. Hypothesis test (paired T-

test) results pcal = 0.007, p-value 0.05 (pcal<p-value) between PSE 

and WPSE indicated that there was a significant difference 

between the normal Production System Effectiveness (PSE) 

and weighted Production Effectiveness (WPSE) at 5% level of 

significance. 

Similar decision outcomes were obtained for company B 

with little improvement. There were better decision outcomes 

in terms of sustainable productivity in Company C as a 

majority of the good decisions fell under either sustainable or 

sustainable processes. However, PSE and WPSE results were 

significantly different at the 5 % level. 

Decision results from Company D indicated that the company 

cannot sustain productivity under keen competition. The 

decision results from Company E were very close to that of 

Company D, with similar significant difference characteristics 

between PSE and WPSE. In all cases, however, there was no 

wide gap in overall decision-making related to the PSE and 

WPSE outcomes. 

4 Conclusion 

A model capable of resolving sustainable productivity 

challenges of production industries was established in this 

study. The model was tested using data obtained from five 

Nigerian Companies (Company A, B, C, D, and E). Production 

System Effectiveness (PSE) factors: Availability P(I), 

Performance P(p), and Quality P(O) were determined using the 

Modified Bayesian Approach (MBA) to arrive at manageable 

decision-making criteria under a normal and/or competitive 

production environment. The results obtained from the model 

revealed that varying system sustainability decision-making 

was due to competitiveness and standard of measure. There 

was a statistically significant difference between the PSE and 

WPSE in many industrial cases tested, but these differences 

had little or no effect on optimum decision-making in all 

companies investigated.  

Decision outcomes were obtained for companies A and B 

with little improvement. There were better decision outcomes 

in terms of sustainable productivity in Company C as the 

majority of the good decisions fell under either sustainable or 

sustainable processes. However, PSE and WPSE results were 

significantly different at the 5 % level. 

Company D indicated that the company cannot sustain 

productivity under keen competition. The decision results from 

Company E were very close to that of Company D, with similar 

significant difference characteristics between PSE and WPSE. 

In all cases, however, there was no wide gap in overall 

decision-making related to the PSE and WPSE outcomes.  

 

Table 5 Normal Production System Effectiveness (PSE)  

Company 

Conventional/ Traditional 

Approach (APQ) (normal 

PSE, and weighed WPSE 

Industrial revolution     

standards 
Sustainability Global limit 

Sustainability Revolution 

class 

𝑃𝑆𝐸 = 𝐴𝑃𝑄 ≥0.85, 1.0   

A 0.8016 I2.0 0.51 – 0.84% Fairly sustainable 

B 0.4849 I2.0 0.1 – 0.50% Not sustainable 

C 0.3430 I1.0 0.1 – 0.50% Not sustainable 

D 0.6970 I2.0 0.51 – 0.84% Fairly sustainable 

E 0.7128 I2.0 0.51 – 0.84% Fairly sustainable 

 

Fig. 5 PSE and WPSE Comparison under Conventional Approach  
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Table 6 PSE and WPSE Sustainable Decision Analysis under Competitive (Uncertainty) 

Company 

Type 

Decision-Making Criteria 

Maximin Minimax Maximax Minimin Laplace Hurwicz Minimax 

Regret 

𝑷𝑺𝑬 𝑾𝑷𝑺𝑬 𝑷𝑺𝑬 𝑾𝑷𝑺𝑬 𝑷𝑺𝑬 𝑾𝑷𝑺𝑬 𝑷𝑺𝑬 𝑾𝑷𝑺𝑬 𝑷𝑺𝑬 𝑾𝑷𝑺𝑬 𝑷𝑺𝑬 𝑾𝑷𝑺𝑬 𝑷𝑺𝑬 𝑾𝑷𝑺𝑬 

Company A 0.0176 0.4721 0.1240 0.4088 0.9230 0.9583 0.0001 0.0256 0.4255 0.8102 0.3219 0.7778 0.0904 0.3617 

Company B 0.0008 0.1873 0.3978 0.8127 0.9761 0.9947 0.0000 0.0034 0.3470 0.6857 0.2324 0.5910 0.3820 0.8074 

Company C 0.0004 0.0768 0.7863 0.9230 0.9949 0.9983 0.0000 0.0017 0.2744 0.6501 0.1551 0.5376 0.7820 0.9213 

Company D 0.0000 0.1512 0.3445 0.8488 0.9716 0.9949 0.0000 0.0033 0.1910 0.4958 0.2726 0.5731 0.3276 0.8438 

Company E 0.0000 0.0222 0.8758 0.9778 0.9963 0.9995 0.0000 0.0007 0.1402 0.5505 0.1431 0.5108 0.8507 0.9771 

Decision:  

𝑃(𝑇), ≥ 0.85 DU DU DS (E) DS (C, 

D, E) 

DS DS DU DU DU DU DU DU DS (E) DS (C, 

D) 

𝑃(𝐺) ≥ 0.85 DU DU DS (E) DS (C, 

D, E) 

DS DS DU DU DU DU DU DU DS (E) DS (C, 

D) 

𝑃(𝑅) =  0.1 −
0.5, (I1.0 −
I2.0)   

DU DF (A, 

B, D) 

DF (A, 

B, D) 

DS (A) DS DS DU DU DF DF (D) DS DS DF 

(B, C) 

DF (A) 

𝑃(𝑅)
= 0.51
− 0.84,   (I2.0 
− I3.0) 

DU DU DS (C) DS (B) DS DS DU DU DU DF (A, 

B, C, 

E) 

DU DS DF (C) DS 

(B, D) 

𝑃(𝑅)
= 0.85
− 1.0,   (I4.0 
− I5.0) 

DU DU DS (E) DS (C, 

D, E) 

DS DS DU DU DU DU DU DU DS (E) DS 

(C, E) 

Decision:  

DS is (Sustainable)  

DF is (Fairly sustainable) 

DU is (unsustainable) 

P(T) is sustainable trend  

P(G) is global acceptable standard 

P(R) is industrial revolution 

I is industrial revolution 
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ABSTRACT   

Depression is a mental illness that suffers people in their thoughts and daily activities. In extreme cases, sometimes it leads to 

self-destruction or commit to suicide. Besides an individual, depression harms the victim's family, society, and working environment. 

Therefore, before physiological treatment, it is essential to identify depressed people first. As various social media platforms like 

Facebook overwhelm our everyday life, depressed people share their personal feelings and opinions through these platforms by 

sending posts or comments. We have detected many research work that experiment on those text messages in English and other 

highly-resourced languages. Limited works we have identified in low-resource languages like Bengali. In addition, most of these 

works deal with a binary classification problem. We classify the Bengali depression text into four classes: non-depressive, mild, 

moderate, and severe in this investigation. At first, we developed a depression dataset of 2,598 entries. Then, we apply pre-processing 

tasks, feature selection techniques, and three types of machine learning (ML) models: classical ML, deep-learning (DL), and 

transformer-based pre-trained models. The XLM-RoBERTa-based pre-trained model outperforms with 61.11% F1-score and 60.89% 

accuracy the existing works for the four levels of the depression-class classification problem. Our proposed machine learning-based 

automatic detection system can recognize the various stages of depression, from low to high. It may assist the psychologist or others 

in providing level-wise counseling to depressed people to return to their ordinary life. 

Keywords: Depression, Machine learning, Multi-class Classification, Low-resource Language, Bengali. 
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1 Introduction   

The mood, thoughts, behavior, and physical health of a 

person all affect the mental health illness known as depression. 

It can affect a person's capacity to function in their way of life 

and range in intensity from minor to severe. Aside from causing 

emotional pain, it can also have negative effects on one's 

physical health. It frequently carries a greater mortality rate as 

well as a higher chance of developing chronic diseases like 

obesity, diabetes, and cardiovascular disease. Depression can 

arise from several sources, including hereditary, abusive, 

environmental, and psychological ones. The World Health 

Organization (WHO) predicted that by 2023, there would be 

over 280 million depressed people of all ages in the world. 

Here, females are more likely than males to struggle with 

depression. 

Despite having varying effects in various nations and 

regions, depression was the second-leading cause of disability 

worldwide1. As an illustration, Afghanistan had the highest rate 

of serious depression. Due to decreased productivity and higher 

healthcare expenditures, depression has a huge effect on the 

world economy2. Depression is a significant factor in the nearly 

800k suicide deaths that occur each year globally and for every 

suicide, there are over 20 attempts3. 

 

1 https://www.bbc.com/news/health-24818048 
2 https://www.who.int/redirect-pages/mega-menu/emergencies 
3 https://www.who.int/health-topics/suicide 

In Bangladesh, around 7 million people were thought to 

have a serious depressive illness [1]. Another study conducted 

among school-going students in this country reported a 

prevalence of depression and anxiety [2]. 

The prevalence rate for anxiety and depression from 

moderate to severe levels was 26.5% and 18.1%, respectively. 

Due to missed workdays and decreased production, depression 

has a substantial influence on a country's economy and 

productivity [3]. In 2016, the economic cost of depression was 

estimated by research in the Asian Journal of Psychiatry to be 

around 4.4% of GDP (gross domestic product). Depression is a 

significant risk factor for suicide [4]. Suicide rates were 7.3 

(95% Confidence Interval, CI 5.6-9.5) per 100,000 per year, 

with the greatest rate seen in the age group of 60 years and 

above. In comparison to urban populations, the rate of suicide 

was found to be 17 times higher (95% CI 5.36-54.64) in rural 

areas.  

In every depression-related suicide, we do not just lose a 

person. It severely hurts the victim's family and society from a 

financial point of view. It also interferes with the daily activities 

of the victim's surrounding people. Moreover, depressed 

individuals create an unstable work environment, which hinders 

the progress of an organization. It needs to counsel the 

depressed people according to their level of depression such 

that they come back to their regular life. Therefore, it is 

essential to identify depressed people with the severity level of 

depression. 

https://doi.org/10.38032/jea.2023.02.001
http://creativecommons.org/licenses/by-nc/4.0/
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Different social networking sites, such as Facebook, 

Twitter, and others, have become firmly integrated with human 

life in recent years because of the widespread usage of the 

internet. Depressed people often use these platforms to express 

their personal feelings and opinions. Therefore, we focus on 

Bengali text data gathered from popular social networking sites 

like Facebook. As a high-inflectional and low-resource 

language, detecting a Bengali depressive text is a more 

challenging job. We have identified several pieces of research 

on depressive texts in the Bengali language. Most of these 

studies focused on binary classification problems (depression or 

non-depression) [5]-[10]. Moreover, the authors developed 

datasets from various emotional points of view like anger, joy, 

fear, surprise, disgust, sadness, and others for multi-class 

classification problems [11],[12]. Our following research 

contributions address the above issues: 

Developing a depressive dataset labeling with four classes: 

non-depressive, mild, moderate, and severe, by verifying a 

psychology expert. 

Experimenting with pre-processing, feature selection, and 

various machine learning (ML) models, and show the 

comparative analysis. 

Building a better classification system with a transformer-

based model for identifying four levels of depression. 

We have structured the rest of the paper as follows. In 

section 2, we have discussed the approaches with merits and 

demerits of the analogous depressive text detection systems. 

Section 3 describes our working process, including dataset 

creation, pre-processing tasks, feature selection, and 

explanation of ML models. Then, we specify the experimental 

configuration and discuss the implementation process in section 

4. In section 5, we have displayed implementation results and 

elaborated on comparative performance analysis. Finally, 

section 6 states a concluding remark and a plan for future 

research. 

2 Related Work 

Finding depressive people is one of the primary concerns 

in society. Researchers are working in this regard by identifying 

the depression-related text. Unlike English and other high-

resource languages, we have detected several small works for 

identifying Bengali depressive text. We illustrate this research 

works below: 

Khan et al. [5] experimented on small dataset labeling with 

happy or sad. In the pre-processing phase, the authors replaced 

contractions with complete forms, removed less significant 

characters and stop-words, and applied stemming and 

tokenization. They did not specify feature selection methods to 

extract appropriate features. They obtained the highest accuracy 

(98.00%) using the Long Short-Term Memory (LSTM) model 

for identifying depression-related text. However, the authors 

presented very fewer discussions about the error analysis of the 

detection system. 

Mohammed et al. [6] worked on a binary classification 

problem to detect depressive text. At first, the authors discarded 

numeric values, punctuation, and stop-words and performed 

stemming. Then they balanced the dataset using a random 

under-sampling technique. After that, they utilized an Extra 

Tree (ET) classifier to extract the features and applied the 

Principal Component Analysis (PCA) method to reduce feature 

dimension. They got the best accuracy of 92.80% and the F1-

score of 93.61% by exploiting the eXtreme Gradient Boost 

(XGB) algorithm. The authors are concerned with extracting 

the contextual meaning of the words in a sentence in their 

detection system. 

Mumu et al. [7] analyzed depressive data to classify it into 

two classes: depressive and non-depressive. After collecting the 

dataset, they removed emoticons, punctuation, URLs, and stop-

words and applied stemming. Finally, they achieved the highest 

accuracy of 81.49% by utilizing the Logistic Regression (LR) 

model with TF-IDF (term frequency-inverse document 

frequency) vectorization. The authors considerably less discuss 

the anomaly of their detection system. 

Uddin et al. [8] successfully identified a depressive text 

(depressive or non-depressive) with 86.3% accuracy by 

exploiting the LSTM model with parameter tuning. In the pre-

processing stage, they filtered all characters except the 

alphanumeric characters. The authors showed less attention to 

feature selection tasks. 

Hossen et al. [11] examined depressive text from various 

points of view, such as emotional aspects like joy, anger, fear, 

sadness, and others, dimensions of depression including non-

depression, mild, moderate, and severe, just identifying the 

depressive text with depressive or non- depressive, and so on. 

They cleaned emoticons, words, stop-words, and non-Bengali 

characters from the dataset. Then they applied tokenization and 

normalization operations. The authors obtained the best result 

of 46.64% F1- score and 48.00% accuracy through the LR 

model with TF-IDF scoring in four classes of depression. The 

detection system struggled more (25.00% F1-score) identifying 

the moderate class depressive text. On the contrary, the authors 

obtained the highest performance of 80.00% accuracy by 

exploiting LSTM with word-embedding technique in the binary 

classification of depressive text. Therefore, we still have 

sufficient scope to enhance the detection performance of the 

multi-class classification problem. 

Tasnim et al. [9] investigated the depressive dataset, 

labeling it into two classes: depressive and non-depressive. At 

first, the authors eliminated special characters, punctuation, and 

stop words. After that, they used tokenization and stemming 

operations to the entire dataset. Next, they utilized feature 

extraction techniques, such as count vectorizer, TF-IDF 

vectorizer, and word embedding, to select feature vectors. 

Finally, they applied various ML classifiers, where Decision 

Tree (DT) outperformed the other models with 97.00% 

accuracy. The authors experiment with the emoji character set. 

They observed that emojis with text data show better output 

than only text data. Although the authors successfully identified 

the depressive text, they did not deal with the intensity level of 

the depression. Moreover, the authors did not present a 

comparative analysis of three feature selection techniques in 

this investigation.  

3 Materials and Methods 

Identifying depressed people by detecting depressive text is 

a challenging task. To do this job, at first, we accumulate 

depression-related text. Afterward, we apply pre-processing 

tasks for filtering noisy content. Then, we utilize feature 

selection techniques to extract pertinent features. Lastly, we 

manipulate ML models to classify four types of Bengali 

depressive text. Fig. 1 delineates the overall workflow of the 

multi-class classification system. 

3.1 Dataset Description 

Nowadays, people use social media to treat mental 

satisfaction via helpful sharing as a quick method of 
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communication. In this composition, we have standardized the 

posts and the comments, which are appropriate to depression. 

Then, we start the data annotation process after finishing the 

data collection process. We deal with four types of depression 

data: mild, moderate, severe, and non-depression, in this 

research. 

 

Fig. 1 Overall working process 

Mild: It is an initial level of depression characterized by 

persistent feelings of sadness, hopelessness, and low mood, 

lasting for at least two weeks. It is also known as dysthymia or 

persistent depressive disorder. Individuals with mild depression 

may experience a loss of interest in activities they once enjoyed, 

have trouble sleeping or sleeping too much, feel fatigued or 

have low energy, experience changes in appetite or weight, and 

have difficulty concentrating or making decisions. 

Moderate: It is the medium level of depression. People 

suffering from this depression may have negative thoughts 

about themselves, their lives, or the future and may experience 

feelings of worthlessness or guilt. 

Severe: It is the extreme level of depression, where people 

may direct to suicidal thoughts or engage in self-harming 

behaviors. 

Non-depression: The text that does not fall into the above 

three categories is known as non-depressive text. 

We have divided the data collection and annotation process 

into three phases. In the first phase, we have assigned three 

annotators who collect data according to the definition 

(mentioned above) of the four classes of depression. The 

annotators compile an aggregate of 3,000 data points from 

various Facebook pages and personal profiles with their 

endeavored diligence. In the second phase, we distribute these 

data points by changing between the three annotators. After the 

second time annotation, we filter the mismatched-label data and 

get 2,598 data points. In the final stage, we examined these data 

points with a psychologist to correct mislabeling data. We 

provide an example of each label of depression in Table 1 and 

present some statistical information about the dataset, including 

the number of entries (quantity), percentage of each class 

(percent), minimum (minWords), maximum (maxWords), and 

average (avgWords) number of words in a text, in Table 2. 

3.2 Data Pre-processing 

In the pre-processing stage, we have removed various 

unwanted and noisy elements. At first, 118 duplicated instances 

are discarded. Then, HTML tags, URLs, punctuation marks, 

special characters, and digits are removed from the dataset. 

After that, we eliminated all other languages except Bengali. 

Lastly, we have performed stop-words removal and stemming 

[13] operations to the entire dataset. Throughout the empirical 

experiment, we have observed that stop-word removal and 

stemming operations degrade the overall performance of the 

classification system. In addition, retaining stop-words and not 

performing stemming leads to more variety of features 

[14],[15]. For that reason, these two pre-processing tasks are 

not considered in the final experiment. 

Table 1 Samples of the depression dataset. 

Text English Translation Label 

ক োন জিননসই অনিনিক্ত 

হওযো ভোল নয দটুি জিননস 

ছোডো। এ : জ্ঞোন দইু: ভদ্রিো। 

Nothing is decent in excess 

except two things. One: 
Knowledge, Two: Gentleness. 

Non-

depressive 

আিক  িোখোি মোনুষ অকন ! 

আগকল িোখোি মোনুষ  ই? 

There are a lot of people to 

hold back! Where are the 
people to keep up? 

Mild 

ননকিি ঘকিই কে মূলযহীন, 

পুকিো পৃনিবীি  োকছ িোি 

মূলয িো কলও ননকিক  

ননিঃস্ব বকলই মকন হয। 

He, who is worthless in his 

own house, though he has 
importance to the whole world, 

feels himself destitute. 

Moderate 

ইদোননিং আনম আমোি ননকিি 

িোগক   করোল  িকি 

পোনিনো েখন িোগ উকে িখন 

আনম আমোি ৪ বছকিি 

কছকলিোক  অকন  মোনি, 

এমন মোিো মোনি কে মকন হয 

সৎ মো ও িোক  এভোকব মোিি 

নো, পকি ননকি  োন্নো  নি 

ননকিিই খোিোপ লোকগ। কছোি 

বোচ্চো িোক  গোকয হোি িুলকি 

নিধো কবোধ  নি নো, ননকিি 

আত্মনবশ্বোসিো খুবই  ম 

 োউক  সহকি নবশ্বোস 

 িকি পোনিনো। 

I cannot control my anger 

when I get angry. I beat my 4-
year-old son a lot; I feel like 

any stepmother would not beat 

him like that, and then I cry 
and feel regret for myself. 

Sometimes I don’t hesitate to 

beat a small child; my self-
confidence is very low, and I 

can’t trust anyone easily. 

Severe 

 

Table 2 Statistical information of the dataset. 
 

Class quantity percent minWords maxwords avgwords 

Non-

depressive 949 36.56% 4 115 19 

Mild 775 29.85% 4 172 23 

Moderate 608 23.42% 4 261 34 

Severe 264 10.17% 4 245 40 

3.3 Feature Selection 

At this stage, we have extracted features from the pre-

processed data. Here, we do this task separately for the three 

types of ML models, classical ML, DL, and transformer-based 

pre-trained models. For classical ML models, we have utilized 

character, word, and combinations of character-word N-gram 

techniques with TF-IDF scoring. Through the experimental 

observation, we have fixed the value of N as 3 to 5 for the 

character N-gram and 1 to 2 for the word N-gram. In the case of 
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DL models, we have observed through empirical analysis that 

the fastText word embedding approach gives better output than 

the word2vec and GloVe methods. The main reason is that the 

fastText employs the character N-gram technique to get sub-

word level features, which handle the unknown word 

vocabulary of the dataset [16],[17]. Here, we have used the 

max_len (the maximum number of tokens in each text) is 132 

and the vector_size (the size of the feature vector) is 100 to 

maintain the same input dimension. In the case of transformer-

based models, they use their own embedding techniques, where 

the BERT uses the WordPiece4
 

technique and the XLM-R 

utilizes the Sentence Piece Model (SPM) [18] method to extract 

token-based sub-word level features. The SPM combines two 

sub-word segmentation methods: the uni-gram language model 

[19] and byte-pair-encoding (BPE) [20]. 

3.4 Model Classifiers 

In this experiment, we have chosen nine machine learning 

models, MNB, SVM, RF, LR, LSTM, BiLSTM, CNN-

BiLSTM, BERT, and XLM-R models, which show better 

performance in several Bengali text classification tasks. The 

authors of [10],[11],[21], and [22] proposed MNB, LR, SVM, 

and RF, respectively among the classical ML models for 

depression or sentiment-related text classification tasks. On the 

contrary, Khan et al. [5], Tasnim et al. [9], and Mumu et al. [7] 

achieved better outputs through the LSTM, BiLSTM, and 

CNN-LSTM-based DL models. However, in recent times, the 

BERT and XLM-R-based pre-trained models present 

outstanding performance in the text classification task for low-

resource languages [23],[24]. We have explained each model as 

follows: 

Multinomial Naive Bayes (MNB): MNB utilizes the basic 

principle of the Bayes theorem [25]. Every feature and class 

variable is computed in the training process through this 

theorem with prior and conditional probability formulas. Then, 

the test dataset is subjected to these prior and conditional 

probabilities. MNB then determines the likelihood for each 

class of each data point based on the characteristics of the test 

data and chooses a class with a greater probability. The 

probability, P(C|F), is measured through the following Bayes 

theorem: 

𝑃(𝐶|𝐹) =
𝑃(𝐹|𝐶)  ∗  𝑃(𝐶)

𝑃(𝐹)
 

 

where C represents a class variable, and F denotes the 

distinctive feature. 

       Support Vector Machine (SVM): By maximizing the 

distance across the margins of the two types of support vectors 

(like positive and negative), SVM creates a hyper-plane space. 

This marginal distance leads to the production of a more 

broadly applicable model. SVM also addresses errors by 

applying a regularization technique to incorrectly categorized 

data points that are based around the soft margin hyper-plane 

[26]. 

Random Forest (RF): The RF comes by combining several 

decision trees that are computed individually [27]. Here, the 

"Gini Impurity" formula is used to obtain the information 

gained for each tree as follows:  

 

4 https://huggingface.co/course/chapter6/6?fw=pt 

𝐺𝑖𝑛𝑖 = 1 − ∑(𝑃𝑖)2

𝑁

𝑖=1

 
 

where N is the total number of possible classes, and Pi is the 

probability of ith class. 

Logistic Regression (LR): The operational procedure of 

this model consists of the sigmoid and cost functions, calculated 

as Eqs. 1 and 2, respectively. 

ℎ𝜃(𝑥) =
1

1 + 𝑒−𝛽𝑇𝑥
 

 

1 

𝐶(𝜃) =
1

𝑗
∑ 𝑐(ℎ𝜃(𝑥𝑖), 𝑦𝑖)

𝑗

𝑖=1

 

 

2 

𝑐(ℎ𝜃(𝑥), 𝑦) = {
− log(1 − ℎ𝜃(𝑥)) , 𝑖𝑓 𝑦 = 0

− log(ℎ𝜃(𝑥)) , 𝑖𝑓 𝑦 = 1
 

 

 

       where, 𝛽𝑇denotes the transpose of regression coefficient 

matrix (𝛽), j indicates the total training observations, ℎ𝜃(𝑥𝑖) 

represents the hypothesis function of the ith training sample, and 

𝑦𝑖  gives the true output of the ith training observation. 

Long Short-Term Memory (LSTM):  This paradigm can 

detain long-term dependencies in sequential data such as time 

series, text, and speech [28]. They manage the flow of 

information using a memory cell and gates, enabling them to 

keep or get rid of information as needed.  The input gate, forget 

gate and output gate are all connected to the memory cell in 

different ways. The input gate selects the information that needs 

to be stored in the memory cell. The memory cell's information 

is selected for discard by the forget gate. As a last step, the 

output gate unit selects the data that will be sent to the 

subsequent LSTM cell state. 

Bidirectional LSTM (BiLSTM): A Bidirectional LSTM [29] 

is a sequential data processing model that has two LSTM 

layers, one of which processes the input sequence forward and 

the other of which processes it backward. The final forecast is 

created by merging the results from the two directions, with 

each layer maintaining its own hidden states. Additionally, 

BiLSTMs effectively expand the network's pool of knowledge, 

giving the algorithm better context. 

Convolutional Neural Network with BiLSTM (CNN-

BiLSTM): A Convolutional Neural Network with Bidirectional 

Long Short-Term Memory (CNN-BiLSTM) is a hybrid model 

that combines the unique features of both convolutional neural 

networks (CNNs) and bidirectional LSTM (BiLSTM) 

networks. The CNN-BiLSTM architecture consists of three 

main features: The CNN consists of one or more convolutional 

layers, followed by pooling layers and activation functions. 

Convolutional layers apply filters to the input data, rotate the 

spatial dimensions, and create feature maps that illustrate 

various facets of the input. The network may gather context 

data for the past and the future thanks to its bidirectional 

processing. The final sequence representation is created by 

concatenating the outputs of the forward and backward LSTMs. 

After the CNN-BiLSTM levels, fully connected layers apply 

non-linear transformation changes to all the neurons from the 

preceding layers and connect them to the output layer, where 

they produce the final predictions or classifications [30]. 

Bidirectional Encoder Representations from Transformers 

(BERT): BERT [31] can be fine-tuned for a variety of 

downstream natural language processing (NLP) tasks, including 

question-answering, named entity recognition, and sentiment 
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analysis. It is pre-trained on substantial volumes of unlabeled 

text data. During the pre-trained, BERT uses the Next Sentence 

Prediction (NSP) and Mask Language Model (MLM) 

unsupervised tasks to learn the context of the specified 

languages. BERT takes into consideration both the left and right 

contexts of each word in a phrase simultaneously, unlike 

traditional models that analyze text sequentially (left-to-right or 

right-to-left). 

Cross-lingual Language Model with Robustly Optimized 

BERT (XLM-RoBERT): XLM-RoBERTa [24] is a sophisticated 

language model with numerous layers and features. Each 

encoder layer consists of sub-layers, including multi-head self-

attention and position-wise feed-forward networks, which allow 

the model to capture the contextual relationships between words 

in the input sequence. A series of tokens encoding the text is 

commonly used as the input to XLM-RoBERTa. Using SPM 

[18], these tokens are first transformed into numerical 

embeddings. The embeddings accurately depict each token's 

semantic meaning within the context of the phrase. It utilizes 

cross-lingual pre-training to develop its ability to comprehend 

and produce text in several languages. The model is trained on a 

sizable corpus of monolingual data from many languages 

during pre-training. This enables it to acquire representations 

independent of a language and to identify the linguistic traits 

that are common to all languages. After pre-training, the model 

is more trained on certain downstream tasks, such as 

the classification of texts, named entity identification, or 

machine translation. The model's knowledge is adjusted during 

this step of fine-tuning, which also aids in enhancing the 

model's performance on the targeted language-related tasks. 

4 Experimental Set-up and Implementation 

The deep learning and the transformer-based models need 

a highly configured processing environment. For this purpose, 

we have used the Google Colab cloud environment, which 

provides the Jupyter Notebook Python programming language 

editor and felicitates NVIDIA Graphics Processing Units 

(GPU) with many built-in Python modules and packages [32]. 

In this case, the GPU is a Tesla T4 with 15GB of RAM. The 

experimental configuration of this work is discussed from three 

aspects, for classical ML, DL, and transformer-based models. 

Regarding classical ML models, at first, the dataset is split into 

two parts: train and test with a ratio of 90% and 10%, 

respectively. After that, sklearn python packages are used with 

default hyper-parameter values to execute each model. During 

the execution, a 10-fold cross-validation approach is 

incorporated to get a more reliable classification system [33]. In 

the case of DL models, we have split the dataset into train, 

validation, and test with a ratio of 70%, 20%, and 10%, 

respectively. We have utilized tensorflow Python packages to 

implement DL models. We use two LSTM layers, one BiLSTM 

layer, and one CNN and one BiLSTM layer for implementing 

LSMT, BiLSTM, and CNN-BiLSTM models, respectively. In 

every model, we add two hidden (dense) layers and one output 

layer. In addition, a dropout function is utilized between every 

two layers to handle the overfitting problem [34]. Throughout 

the empirical experiment, the overall parameter values of DL 

models are settled which are figured out in Table 3. On the 

other hand, we utilize ktrain python packages to implement 

transformer-based models. We use the same dataset splitting 

ratio as DL models. We have tried various values of max_len, 

learning_rate, and batch_size. We obtained the best-configured 

values for the learning_rate of 4e-05 and the batch_size of 12 

for the bert-base-multilingual-uncased and the xlm-roberta-base 

models. However, max_len is set as 120 for the BERT-based 

model and 124 for the XLM-R-based model. In this work, we 

run each model up to 10 epochs. 

Table 3 Hyper-parameter values during the implementation of 

deep learning models. 

Parameter Data 

Type 

Description Value 

LSTM units Integer The amount of LSTM output units. 140 

BiLSTM 

units 

Integer The amount of BiLSTM output 

units (for the BiLSTM model) in 

each direction. 

140 

Filters Integer The number of convolution filters. 192 

Kernel size Integer The length of the convolution 

window. 

3 

Pooling types String Two types: max pooling and 

average pooling, are used to reduce 

the dimension of the feature map. 

max 

pooling’ 

BiLSTM 

units 

Integer The amount of BiLSTM output 

units (for the CNN-BiLSTM 

model) in each direction. 

128 

Hidden units Integer The number of neurons of each 

dense layer. 

128 

Activation 

function 

String The function defines the output 

value of each neuron. 

’relu’ 

Kernel 

initializer 

String A procedure to assign a set of 

small random values of a neural 

network at the very early stage. 

’glorot_uni

form’ 

Dropout rate Float Fraction of the number of neurons 

to drop. 

0.2 

Learning rate 

(Adam) 

Float It controls how fast a loss function 

moves toward a point where the 

curves meet. 

0.0001 

Batch size Integer The number of samples 

participating in each iteration 

during training of the model. 

12 

Epochs Integer The number of times all training 

data is utilized to train the model. 

30 

5 Result and Discussion 

For measuring the performance of each ML model, we 

have taken four evaluation metrics: precision, recall, F1-score, 

and accuracy. We use the weighted average value for each 

metric. We have illustrated this section from four aspects: 

results of classical ML models, results of DL models, results of 

transformer-based models, and overall result analysis. First, we 

discuss the comparative analysis of classical ML models. 

Subsequently, we compare the outputs of the DL models. We 

then analyze the results of the transformer-based pre-trained 

models. Lastly, we present the overall analysis of the ML 

models. 

5.1 Result of Classical ML Models 

The outputs of four classical ML models: SVM, RF, LR, 

and MNB are articulated in Table 4. Here, the SVM with 

character N-grams features obtains the highest performance in 

precision, recall, F1-score, and accuracy of 54.83%, 54.45%, 

52.13%, and 54.45%, respectively. Character N-grams give 

better accuracy than the word N-grams and the combined N-

grams to the other three models: 52.47% for MNB, 51.86% for 

RF, and 52.83% for LR. The main reason behind this 
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performance is that character N-grams technique produces 

many sub-words level features, which play an important role for 

classifying Bengali depressive text. 

Table 4 Performance evaluation of the classical ML models 

Approach Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Accuracy 

(%) 

Character N-grams + 

SVM 
54.83 54.45 52.13 54.45 

Word N-grams + SVM 50.95 50.82 47.16 50.82 

Combined N-grams + 

SVM 

53.24 53.32 51.65 53.32 

Character N-grams + 

MNB 

53.12 52.47 50.66 52.47 

Word N-grams + MNB 48.83 48.23 47.69 48.23 

Combined N-grams + 

MNB 

52.89 51.70 51.17 51.70 

Character N-grams + RF 51.22 51.86 47.54 51.86 

Word N-grams + RF 48.69 46.98 40.76 46.98 

Combined N-grams + RF 50.68 50.25 45.94 50.25 

Character N-grams + LR 53.20 52.83 49.30 52.83 

Word N-grams +LR 49.06 49.36 43.46 49.36 

Combined N-grams + LR 52.62 52.79 49.40 52.79 

5.2 Result of DL Models 

We notify the implementation results of three DL models: 

LSTM, BiLSTM, and CNN-BiLSTM in Table 5. The BiLSTM 

model obtains the top score in the four-evaluation metrics: 

58.96% of precision, 58.87% of recall, 56.50% of F1-score, and 

58.87% of accuracy. This DL model gets contextual 

understanding from a sentence with forward and backward 

directions, which are the principal reasons for the better 

performance, compared to the other two DL models. However, 

the CNN-BiLSTM model shows a similar output to BiLSTM 

with a slight decrease in value. Since the LSTM model works 

only forward direction, the F1-score and accuracy give a lower 

value of 52.75% and 56.05%, respectively. 

Table 5 Performance evaluation of the DL models 

Approach Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Accuracy 

(%) 

LSTM 50.77 56.05 52.75 56.05 

BiLSTM 58.96 58.87 56.50 58.87 

CNN-BiLSTM 58.52 58.06 55.86 58.06 

Table 6 Performance evaluation of the transformer-based 

models 

Approach Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Accuracy 

(%) 

bert-base-

multilingual-

uncased 

59.45 56.85 56.87 56.85 

xlm-roberta-base 61.63 60.89 61.11 60.89 

LR + TF-IDF [15]   46.64 48.00 

5.3 Result of Transformer-based Models 

We figure out the performance of two transformer-based 

models: BERT and XLM-R, in Table 6. The XLM-R-based 

approach achieves better results compared to the BERT-based 

method and the earlier work [11] in terms of precision 

(61.63%), recall (60.89%), F1-score (61.11%), and accuracy 

(60.89%). The XLM-R is pre-trained over a large dataset (two 

terabytes) from one hundred languages, including low-resource 

languages like Bengali. Furthermore, this pre-trained model 

utilizes the SPM technique with a larger vocabulary (250k) to 

get sub-word level feature vectors [24]. For these reasons, the 

XLM-R-based approach shows much better performance for 

detecting depressive text. 

5.4 Overall Result Analysis 

By observing Table 4-Table 6 we see that the XLM-R-

based approach outperforms the other ML models in this 

research. This model achieves the best score in all four-

evaluation metrics such as precision, recall, F1-score, and 

accuracy. For that reason, we only focus on this model in the 

subsequent analysis. 

Fig. 2 displays the training and validation accuracy curve 

for the XLM-R-based approach. The training curve gradually 

increases from 0.35 to 0.90 until the tenth epoch. On the 

contrary, the validation curve shows ups and downs with an 

upward trend, and the final accuracy value reaches 0.56 at the 

tenth epoch.  

 

Fig. 2 Training and validation accuracy curve 

We also visualize the training and validation loss in Fig. 3. 

The training loss moderately reduces from the first (loss value 

is 1.32) to the tenth (loss value is 0.31) epoch. However, the 

validation loss presents a different scenario. In the third epoch, 

we count the lowest loss as 1.07. After that, the curve slowly 

rises until the last epoch, and the final loss value reaches 1.47. 

We now observe the class-wise performance of the 

depressive text dataset (Table 7). 

Table 7 Class-wise performance measure of the XLM- R-

based approach 

Class Precision (%) Recall (%) F1-score (%) 

Non-

depressive 

77.38 73.03 75.14 

Mild 49.43 57.33 53.09 

Moderate 55.77 50.00 52.73 

Severe 56.00 53.85 54.90 
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Fig. 3 Training and validation loss curve 

Since the Non- depressive class comprises the most data 

(36.56%), it performs much better in the precision of 77.38%, 

recall of 73.03%, and F1-score of 75.14% than the other three 

classes. The Mild, Moderate, and Severe classes give nearly 

similar F1-scores of 53.09%, 52.73%, and 54.90%, 

respectively. 

 

 

Fig. 4 Confusion matrix of the XLM-R-based detection system 

The highest precision and recall value among these three 

classes is 56.00% for the severe class and 57.33% for the Mild 

class. Now, we visualize biases and misclassification issues of 

every class in Fig. 4. The Non- depressive is mostly biased by 

the Mild class, and vice-versa. The Mild and Moderate 

categories are also highly influenced by each other. And the 

Severe class overlaps with the Mild and Moderate groups. In a 

nutshell, the three classes: Mild, Moderate, and Severe, have 

more inclinations to overlap with one another. Thus, we get 

lower performance scores for these three classes (Table 7). 

6 Conclusion 

Our proposed XLM-R-based approach outperforms the 

existing works for the multi-class classification of the Bengali 

depressive text. We have tried various feature selection 

techniques and ML models in this research. Finally, we observe 

that the XLM-R-based approach successfully detects a 

depressive text with a 61.11% F1-score and 60.89% accuracy. 

However, there is still enough space to enhance the detection 

system. Since we experiment with a small dataset, we will 

enlarge our dataset in the subsequent research. In addition, we 

will handle the overlapping issue of the three depression 

classes: Mild, Moderate, and Severe. Lastly, we will 

concentrate on pre-processing and feature selection levels and 

apply other cutting-edge ML models to improve the detection 

performance of the depressive text. 
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