
 

 

 

 

 

 

 

 

 



Journal of Engineering Advancements 
Apt. # 6 C-D, House # 191 

Road # 9/A, Dhanmondi R/A 

Dhaka-1209, Bangladesh 

Email: jea@scienpg.com                                                                        Website: www.scienpg.com/jea/ 

 

Price: Each Issue BDT 200.00 (US$ 15)             ISSN: 2708-6437 (Online) 2708-6429 (Print) 

Editor-in-Chief 
 

Prof. Dr. Mohammad Mashud 

Khulna University of Engineering & Technology 

Khulna-9203, Bangladesh. 

Tel: +880-41-769468 Ext. 405 

Email: mdmashud@me.kuet.ac.bd 

 

Executive Editors 
 

Dr. Md. Arifuzzaman 

Khulna University of Engineering & Technology 

Khulna-9203, Bangladesh. 

Email: arif48@me.kuet.ac.bd 

Dr. Md. Shariful Islam 

Khulna University of Engineering & Technology  

Khulna-9203, Bangladesh. 

Email: msislam@me.kuet.ac.bd  

 

Editors 

 
Dr. Abul Mukid Mohammad Mukaddes 

Shahjalal University of Science and Technology 

Email: mukaddes1975@gmail.com  

Bangladesh 

Dr. Chu Chi Ming 

University Malaysia Sabah  

Email: chrischu@ums.edu.my  

Malaysia 

Dr. Mohammad H. Rahman  

University of Wisconsin-Milwaukee  

Email: rahmanmh@uwm.edu   

USA 

Dr. Sivakumar Kumaresan 

University Malaysia Sabah  

Email: shiva@ums.edu.my  

Malaysia 

Dr. Md. Mizanur Rahman 

World University of Bangladesh  

Email: mizanur.rahman@mte.wub.edu.bd 

Bangladesh 

Dr. Riaz U. Ahmed  

University of Wisconsin-Green Bay  

Email: ahmedm@uwgb.edu   

USA 

Dr. Kazi Mostafijur Rahman 

Khulna University of Engineering & Technology  

Email: mostafij@me.kuet.ac.bd  

Bangladesh 

 
Published in: June 2021 

Published by: SciEn Publishing Group 

 

Dr. Md. Rashedul H. Sarker 

University of Indianapolis 

Email: sarkerm@uindy.edu   

USA 

Dr. Seock Sam Kim 

University Malaysia Sabah  

Email: sskim@ums.edu.my  

Malaysia 

Dr. Sabuj Mallik 

University of Derby  

Email: s.mallik@derby.ac.uk  

UK 

Dr. Mohd Suffian Bin Misaran 

University Malaysia Sabah  

Email: suffian@ums.edu.my  

Malaysia 

Dr. Zahir Uddin Ahmed 

Khulna University of Engineering & Technology  

Email: zuahmed@me.kuet.ac.bd  

Bangladesh 

Dr. Mohammad Ilias Inam  

Khulna University of Engineering & Technology  

Email: iliasinam@me.kuet.ac.bd  

Bangladesh 

Dr. Md. Mahfuz Sarwar  

AECOM  

Email: mahfuzsarwar@yahoo.com  

Australia 

Dr. Md. Abdullah Al Bari 

Khulna University of Engineering & Technology  

Email: abdullahalbari@me.kuet.ac.bd  

Bangladesh 



iii 

 

Journal of Engineering Advancements 

 

Volume 02, Issue 02                                                                                           June 2021 

 

CONTENTS 

Original Articles 

01. Numerical Investigation of Aerodynamic Characteristics of NACA 4312 Airfoil 

with Gurney Flap 

63  Subah Mubassira, Farhana Islam Muna, Mohammad Ilias Inam………………………… 

02. Quartic Non-polynomial Spline Method for Singularly Perturbed Differential-

difference Equation with Two Parameters 

71  Gemadi Roba Kusi, Tesfaye Aga Bullo, Gemechis File Duressa ………………………… 

03. Morphogenesis of Silicovanadate Glasses: Investigation of Physical Properties 

78 
 Md. Moinul Islam, Md. Abdur Rashid, Md. Parvez Ahamed, Md. Emran Hossain, M. 

Rafiqul Ahsan, M. Golam Mortuza, Mirza Humaun Kabir Rubel ………………………… 

04. Numerical Investigation of Liquid–Liquid Mixing in Modified T Mixer with 3D 

Obstacles 

87  Md. Readul Mahmud …………………………………………………………………………… 

05. Fabrication and Characterization of α-Fe2O3 Nanoparticles Dispersed Epoxy 

Nanocomposites 

95 
 Muhammad Abdullah Al Mamun, Md. Abdus Sabur , Md. Abdul Gafur, Hrithita Aftab, 

G.M. Shafiur Rahman ……………………….. ………………………………………………… 

06. Production and Characterization of Biodiesel from Avocado Peel Oils using 

Experimental Analysis (ANOVA) 

104  Tafere Aga Bullo, Feyissa Bekele Fana ….…………………………………………………… 

07. Design and Analysis of A Vortex Induced Vibration Based Oscillating Free 

Stream Energy Converter 

112  Ratan Kumar Das, Muhammad Taharat Galib ……………………………………………… 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



iv 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This page is intentionally left blank. 



 

Journal of  

Engineering Advancements 

 

Editor-in-Chief 

Prof. Dr. Mohammad Mashud 
Department of Mechanical Engineering,  

Khulna University of Engineering & Technology, Khulna, Bangladesh 

 
 

Executive Editors 

Dr. Md. Shariful Islam 
Department of Mechanical Engineering,  

Khulna University of Engineering & Technology, Khulna, Bangladesh 

 
& 
 

Dr. Md. Arifuzzaman 
Department of Mechanical Engineering,  

Khulna University of Engineering & Technology, Khulna, Bangladesh 

 
 
 
 

  
 

Published by: SciEn Publishing Group 

Apt. # 6 C-D, House # 191, Road # 9/A 
Dhanmondi, Dhaka-1209, Bangladesh 

Email Address: jea@scienpg.com 

www.scienpg.com/jea/ 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This page is left intentionally blank 

 



 
Journal of Engineering Advancements Vol. 02(02) 2021, pp 63-70                                     https://doi.org/10.38032/jea.2021.02.001 

*Corresponding Author Email Address: subahmubassirah@gmail.com                                    Published by: SciEn Publishing Group 

 

Numerical Investigation of Aerodynamic Characteristics of NACA 4312 Airfoil with 

Gurney Flap 

Subah Mubassira1*, Farhana Isalm Muna2, Mohammad Ilias Inam2
  

1Department of Mechanical Engineering, Bangladesh University of Engineering & Technology, Dhaka-1000, BANGLADESH 
2Department of Mechanical Engineering, Khulna University of Engineering & Technology, Khulna-9203, BANGLADESH  

Received: February 08, 2021, Revised: April 04, 2021, Accepted: April 05, 2021, Available Online: April 10, 2021 
 

 

ABSTRACT   

This paper presents a two-dimensional Computational Fluid Dynamics (CFD) analysis on the effect of gurney flap on a NACA 

4312 airfoil in a subsonic flow. These numerical simulations were conducted for flap heights 1.5%, 1.75%, 2% and 3% of chord length 

at fixed Reynold Number, Re (5×105) for different angle of attack (0° ~ 16°). ANSYS Fluent commercial software was used to conduct 

these simulations. The flow was considered as incompressible and K-omega Shear Stress Transport (SST) model was selected. The 

numerical results demonstrate that lift coefficient increase up to around 120 AoA (angle of attack) for NACA 4312 with and without 

gurney flap. For every AoA lift coefficient and drag coefficient presented proportionate behavior with flap height. However, lift co-

efficient was decreased after around 12° angle of attack due to flow separation. Maximum lift to drag ratio was found at around 4°  AoA 

for every flap length and airfoil with flap of 1.5%C (chord length) had shown the most optimized aerodynamic performance through 

the analysis. This study concluded that airfoil with gurney flap displayed enhanced aerodynamic performance than the airfoil without 

gurney flap due to the delay in flow separation. 

Keywords: CFD, Airfoil, Gurney flap, Lift-Coefficient, Drag-Coefficient, Pressure-Coefficient. 

 

This work is licensed under a Creative Commons Attribution-Non Commercial 4.0 International License. 

1 Introduction   

Airfoil design is important for the wing and control surface 

performance in aerospace engineering. CFD investigation is 

faster and cheaper than experimental testing. An airfoil is the 

cross-sectional shape of a wing [1]. Gurney flap or wicker bill is 

a lift enhancing device which is vastly used in aerodynamics. 

Gurney flap is a micro tab attached at trailing edge on airfoil’s 

lower surface side perpendicularly. Attaching a gurney flap with 

an airfoil is easy method to increment the lift co-efficient of the 

airfoil mechanically. For increased lift generation takeoff can be 

steeper, resulting reduced noise. Also for better lift to drag ratio, 

the aircraft can achieve cruise altitude quicker. It also increases 

fuel-efficiency [2]. By attaching the boundary layer up to trailing 

edge gurney flap increases the lift co-efficient [3]. Common 

applications of gurney flap are in auto 

racing, helicopter horizontal stabilizers and high lift aircraft like 

banner-towing airplanes. Liebeck [4] first experimented on 

gurney flap to investigate the aerodynamic characteristics in 

wind tunnel. He observed that there was a lift enhancement at 

every angle of attack with respect to clean airfoil. Neuhart and 

Pendergraft [5] examined NACA 0012 wing with various gurney 

flap in a water tunnel study and justified Lieback’s statement. 

Jeffrey mentioned that gurney flaps were initially used for 

improving downforce and stability in racing cars by the race car 

driver Daniel Gurney [6]. Jang [2] investigated the lift 

enhancement of gurney flap in his experiment.  Yoo [7] observed 

the increase of lift co-efficient through his experiment.  Li [8] 

verified this fact by his observation too.  A formation of a small 

recirculation region at upstream of the flap were observed by all 

of them. Fernandez-Gamiz [9] analyzed the outcome of Vortex 

Generators and Gurney Flaps on a wind turbine. Armendenia 

[10] observed the improvement of a modification method for the 

gurney flap height for different wind and rotor blade airfoil 

geometry setups and concluded the non-linear dependency of lift 

to drag ratio on AoA and GF height. Graham [11] experimented 

the consequence of width and height of GF by using open circuit 

subsonic wind tunnel. A proportional relation between lift and 

flap height and an inversely proportional relation between lift 

and flap thickness were established in his study. A CFD analysis 

was done by Jain [12] to examine the impact of gurney flap on 

NACA 0012 airfoil for various heights at varying locations from 

trailing edge. It was observed that 0.015 height to chord ratio 

(H/C) of gurney flap resulted maximum lift coefficient (Cl). 

Storms [13] experimentally measured aerodynamic properties 

for NACA 4412 airfoil with GF and vortex generator and 

suggested that by using both GF and Vortex generator 

simultaneously, airfoil displayed better performance than using 

these individually. Ankit kumar [1] analyzed numerically the 

ground effect on NACA 4412 airfoil with varying AoA and 

gurney flap ranging from 0.5%C to 2.5%C. Airfoil with 1.5%C 

flap had shown the maximum lift to drag ratio in the study. A 

significant enhancement in performance was observed by Myose 

[14] during the investigation of the gurney flap effect on 

NACA0011 and GS(W)-2 airfoils. Cole [15] inspected the 

aerodynamic impact of gurney flap at varying height in subsonic, 

low-turbulence wind tunnel and chord-wise locations of various 

airfoils. He proposed that GF at trailing edge showed better result 

and witnessed lift enhancement for each airfoils.  Ahmed [16] 

experimented the flow behavior of NACA 4412 airfoil with little 

turbulence and moving ground simulation at Reynolds no. 3×105 

with varying AoA and obtained that the airfoil geometry also had 

a great impact on aerodynamic performance aside from AoA and 

ground clearance. Webb [17] did a wind tunnel test for both wing 

and airfoil section with varying lengths of GF and perceived a 

greater lift to drag ratio. Camocardi [18] experimented in wind 

https://doi.org/10.38032/jea.2021.02.001
http://creativecommons.org/licenses/by-nc/4.0/
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tunnel on an airfoil with flexible GF. The performance of fixed 

gurney flap joint with airfoil showed higher lift coefficient than 

the movable gurney flap. 30% enhancement in lift coefficient 

was seen by Maughmer [19] during the inspection of the 

aerodynamics properties of gurney flaps in subsonic wind 

tunnels at Reynolds number 106. Chand [20] compared the 

aerodynamics properties of a multi element airfoil and a standard 

NACA airfoil where the performance was found superior for 

multi element airfoil.  

Analyzing the aforementioned literature, it is quite apparent 

that enough light hasn’t been shed on enhancing the performance 

of NACA 4312 airfoil. The aim of this present study is to 

investigate the effect of GF height on aerodynamic performance 

and evaluating the optimum height for the airfoil. The flow 

characteristics were compared between airfoil with and without 

flap computationally for Reynolds number 5 × 105 with varying 

AoA (0°  – 16°). Since the geometry of airfoil has a great impact 

on aerodynamic characteristics, it is essential to determine the 

height of the GF. Finite volume method (FVM) was used to carry 

out to solve the cases on ANSYS Fluent and 𝑘 − 𝜔 SST was 

chosen as a turbulence model for this study.  

2 Computational Method  

2.1 Geometry Modeling 

NACA 4312 airfoil was chosen as geometrical model for 

gurney flap study. The NACA-4312 airfoil indicates maximum 

camber of 4%C which is situated at 30%C from the leading edge. 

Maximum thickness of the airfoil is 12% length of chord. For 

present analysis, chord length was taken 1000 mm.  Airfoil 

geometry was generated in SolidWorks by importing coordinates 

file and is shown in Fig. 1(a) and in Fig. 1(b) airfoil with flap is 

shown. Reviewing previous literatures, four different lengths of 

GF were chosen for this study which were of 1.5%C, 1.75%C, 

2%C and 3%C with varying AoA (0°  – 16°).  

 

(a) 

 

(b) 

Fig. 1 (a) NACA 4312 airfoil; (b) NACA 4312 with flap. 

2.2 Governing Equations 

Several types of turbulence models are generally used to 

solve according to the type of flow like  𝑘 − 𝜔 SST and 𝑘 − 𝜖 

etc. 𝑘 − 𝜖 is more suitable for flow away from the wall, while 

𝑘 − 𝜔 SST model is best suited for near the wall flow region, 

where adverse pressure gradient is developed. 𝑘 − 𝜔 SST model 

shows better numerical analysis and results than 𝑘 − 𝜖 model 

[21].  

𝑘 − 𝜔 SST model is a two equation eddy viscosity model 

which is constructed upon conservation of mass, momentum and 

energy accompanied by two additional transport equations to 

characterize the turbulent properties model. It is a hybrid model 

combining the Wilcox 𝑘 − 𝜔 and the 𝑘 − 𝜖 models. 

The continuity model: 

𝜕

𝜕𝑥𝑖

(𝜌𝑢𝑖) = 0 (1) 

The momentum model: 

𝜕

𝜕𝑥𝑗

(𝜌𝑢𝑖𝑢𝑗) =
𝜕𝑝

𝜕𝑥𝑖

+
𝜕

𝜕𝑥𝑗

[𝜇 (
𝜕𝑢𝑖

𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖

−
2

3
𝛿𝑖𝑗

𝜕𝑢𝑙

𝜕𝑥𝑙

)]

+
𝜕

𝜕𝑥𝑗

(−𝜌𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ ) 

(2) 

Here in Equations (1) and (2), 𝜌 denotes density, 𝜇 denotes 

dynamic viscosity and u denotes inlet velocity of the fluid. 

The turbulent kinetic energy and dissipation rate of eddy 

viscosity are represented by k and 𝜔 respectively. These are 

gained from Equations (3) and (4): 

 𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖

(𝜌𝑘𝑢𝑖)

=
𝜕

𝜕𝑥𝑗

(Г𝑘

𝜕𝑘

𝜕𝑥𝑗

) + 𝐺̃𝑘 − 𝑌𝑘 + 𝑆𝑘 

(3) 

and 

𝜕

𝜕𝑡
(𝜌𝜔) +

𝜕

𝜕𝑥𝑖

(𝜌𝜔𝑢𝑖)

=
𝜕

𝜕𝑥𝑗

(Г𝜔

𝜕𝜔

𝜕𝑥𝑗

) + 𝐺𝜔 − 𝑌𝜔 + 𝐷𝜔

+ 𝑆𝜔 

(4) 

In these equations, 𝐺̃𝑘 represents the generation of 

turbulence kinetic energy due to mean velocity 

gradients. 𝐺𝜔 represents the generation 

of 𝜔. Г𝑘and  Г𝜔represent the effective diffusivity of 𝑘 and 

𝜔.  𝑌𝜔 and 𝑌𝑘 represent the dissipation of  𝑘  and 𝜔 due to 

turbulence. 𝐷𝜔 represents the cross-diffusion term, calculated as 

described below 𝑆𝜔 and 𝑆𝑘 are user-defined source terms. As the 

flow was considered to be incompressible, the energy equation 

was not required for the present study. 

2.3 Boundary Condition with Domain 

The domain was designed with a semicircle and rectangle. 

The upstream, upper and lower domain were 12.5C away and the 

downstream was 20C away (C is referred as chord length) to 

reduce the boundary effect.  

Fig. 2 shows the domain taken for the airfoil. Based on 

geometry ABCDE, BCD was set as constant velocity inlet and 
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AE as a pressure outlet. The airfoil wall as well as flap were 

assumed with no slip boundary condition. The Reynolds No was 

fixed at 5x105, the inlet velocity is assumed 7.5 m/s which 

directed to a Mach number less than 0.3. For this low Mach 

number, the flow was deliberated to be incompressible. With 

different angle of attack, the components of velocity was 

measured using 𝑢𝑠𝑖𝑛𝛼 and 𝑢𝑐𝑜𝑠𝛼 (where u is the free stream 

velocity of the flow and 𝛼 is the corresponding AoA). Air was 

assumed as an ideal fluid with a constant density of 1.225 kg/m3 

and dynamic viscosity of 1.7894 × 10−5 kg/m-s.  

 

Fig. 2 Computational Domain with Boundary condition 

2.4 Numerical Setup 

In FLUENT, the governing equations were discretized using 

a second-order upwind scheme and the solver of these equations 

was run on pressure based Coupled algorithm. This method 

obtained a greater performance compared to segregated solution 

schemes [22]. Instead of rotating the airfoil, the flow direction of 

air was inclined along the increasing angle of attack. The 

convergence criterion was set as 1e-07 and double precision was 

fixed for accuracy. The steady-state Reynolds Average Navier-

Stokes (RANS) equation was deciphered using the Least squares 

cell based gradient option and pressure-based solver was chosen. 

2.5 Mesh Generation  

Mesh generation is very important aspect for CFD 

simulation. Mesh or grid is used for better convergence 

properties. The element and nodal data achieved from this 

discretization is beneficial for the numerical results of Finite 

Element Method (FEM) and for the aerodynamic 

investigation. As the geometry was complicated unstructured 

mesh was selected for grid generation which had been done in 

ANSYS Meshing. Fig. 3 presents an augmented view of the 

mesh structure of without flap and 3% flap.  In Fig. 3(a) finer 

mesh is apparent close to the surface of the airfoil and trailing 

edge, and in Fig. 3(b) around the flap by introducing inflation 

layer to achieve suitable resolution of the boundary layer and the 

area around the Gurney flap. For inflation, 16 layers were 

considered for a good mesh and maximum thickness of Inflation 

had been used 0.007m. Higher mesh resolution had been used 

near leading edge and trailing edge. By changing the edge sizing 

and body sizing, element numbers and node numbers had been 

varied to find proper mesh for accurate result. 

The non-dimensional wall parameter is defined as: 

𝑌+ = 𝑦 ×
√(𝜏𝑤)/𝜌

𝜇
 (5) 

where, 𝑦 is the distance from the wall to the centroid of the 

wall adjacent first cell and 𝜏𝑤 is the wall shear stress. From 

reference [22] to acquire accurate simulation result,  𝑌+~1 was 

recommended which denotes finer mesh in the near wall region. 

For each simulation of airfoil with and without flap the 

anticipated 𝑌+ value was detected.  

 

(a) 

 

(b) 

Fig. 3 Mesh Generated around (a) without flap (b) with 3% flap 

2.6 Mesh Independence Test 

Mesh independence test were performed to evaluate the 

most optimized mesh to obtain a precise numerical result. For 

this study a set of simulations were conducted to get the 

optimized mesh. The refinement had been achieved by altering 

the body sizing and edge sizing for each mesh. Fig. 4(a) shows 

the effect of mesh elements on the lift coefficient of NACA-4312 

airfoil without flap at angle of attack 0°. Results demonstrate that 

mesh with elements number higher than 120055 could produce a 

mesh independent result. Fig. 4(b) demonstrates the effect of 

mesh element number on the lift coefficient of NACA-4312 with 

1.5%C flap and AoA is 0°. It is evident from the graph that mesh 

with elements number higher than 108000 the lift coefficient 

becomes constant. So, the mesh with 108000 elements was 

considered for the numerical simulation of NACA-4312 airfoil 

with flap.   
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(a) 

 

(b) 

 Fig. 4 Variation of Lift coefficient with Number of elements 

(a) without flap at 0°  AoA (b) with 1.5% flap, 0° AoA 

3 Results and Discussion 

Fig. 5(a) depicts the relation between lift coefficient and 

AoA for different flap height. It had been observed from the 

figure that the lift coefficient, Cl, increases up to 10°-12° and then 

starts to fall due to flow separation which is caused by adverse 

pressure gradient at the trailing edge. This phenomenon is known 

as stall. It was also observed that airfoil with gurney flap showed 

a significant jump on lift coefficient at all corresponding angle of 

attack. Higher flap height have higher lift coefficient. In this 

graph it is perceived that 3%C flap produced the highest lift 

coefficient and the lowest lift coefficient is produced by the 

airfoil without flap. 

Fig. 5(b) shows the relation between drag coefficient and 

angle of attack. It was perceived from the graph that drag 

increased very slowly at lower angle of attack however behind 

the stall angle due to the flow separation drag increased suddenly. 

Results also demonstrated that drag coefficient increases with 

increasing lengths of gurney flap. The airfoil with 3%C flap 

showed the sharpest increase of drag around stall. 

As the lift and drag both increase along with the increasing 

AoA, it is more efficient to calculate the Cl/Cd value and it was 

depicted in Fig. 5(c). Initially the graph showed a positive slope 

but after reaching a maximum value it dropped which signified 

that the rate of increasing lift is slower than the rate of increasing 

drag causing a major drawback in airfoil efficiency. The airfoil 

with 1.5%C flap showed the most efficient result while flap with 

3%C showed drastic case of drag increment. 

 

(a) 

 

(b) 

  

(c) 

Fig. 5 Relation between (a) Lift Coefficient vs Angle of Attack; 

(b) Drag Coefficient vs Angle of Attack; and (c) Cl/Cd vs Angle 

of Attack for various length of flap  

 

Fig. 6 Variation of Pressure Coefficient with positon on airfoil 

surface for without flap and with flap at 10° AoA 
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(a) 

  

(b) 

Fig. 7 Variation of Pressure Coefficient with positon on airfoil 

surface for without flap at different AoA 

  

(a) 

 

(b) 

Fig. 8 Variation of Pressure Coefficient with positon on airfoil 

surface for with 1.5%C flap at different AoA 

Fig. 6 displays the relation between pressure coefficient and 

the position along the chords for airfoil without flap and with 

1.5%c flap at 10° AoA. The high pressure coefficient had been 

observed for the lower surface of the airfoil and the lower 

pressure coefficient surface denoting the upper surface of the 

airfoil. Because of this pressure difference the airfoil can 

generate lift. The pressure alteration between upper and lower 

surface rose largely in the trailing edge section of the airfoil due 

to the flap. From Fig. 6 it has been seen that for airfoil without 

flap at 𝛼 = 10° the flow separation occurs in 86%C. For same 

angle of attack, flow separation took place at 92%C when the 

gurney flap is attached with the airfoil. From Fig. 6 it can be seen 

that the difference of pressure co-efficient between upper and 

lower surface is greater for the airfoil with gurney flap than the 

clean airfoil. As the flow separation occurred late in the gurney 

flap case, the lift increment occurred in airfoil with gurney flap. 

As is depicted in Fig. 7(a), at α=0°, 13.2%C of the upper 

surface from leading edge has undergone favorable pressure 

gradient. After that, the air moves fluently over the upper surface 

without being separated. With increasing AoA, the leading edge 

suction is enhanced, but the favorable pressure gradient is 

decreased for 𝛼 = 4°. In Fig. 7(a), the leading edge suction was 

enhanced again, and the suction side of the airfoil had undergone 

adverse pressure gradient after 0.7%C of the upper surface at 

α=8°. As a result, flow started to separate at 91%C. In the 

separation zone, the pressure remained constant. From Fig. 8(b), 

the separation point for 𝛼 = 12°   occurred in 75%C in clean 

airfoil. But from Fig. 8(b), for same angle of attack the separation 

delayed to 78%C in airfoil with gurney flap. 𝛼 = 12° is the stall 

angles for the airfoil with 1.5%C gurney flap and clean airfoil 

respectively. As after stall angles, lift decreased and the drag 

increased, the separation point for airfoil with gurney flap had 

been seen at 53%C for 𝛼 = 14°  from Fig. 8(b) where the 

separation point for clean airfoil had been seen at 60%C for same 

angle of attack from Fig. 7(b). Flow separation is occurred in the 

pressure side of the airfoil close to the trailing edge and before 

the GF creating a huge recirculation region, causing an increment 

in pressure. Pressure co-efficient is observed maximum for all 

simulations at leading edge stagnation point as the local velocity 

becomes zero there. When AoA increased, the stagnation point 

shifted behind along the lower surface causing a nose-up pitching 

moment. Highest pressure co-efficient had been perceived in 

lower surface graph. Fig. 9 depicts the flow separation point is 

delayed for airfoil with flap up to stall angle. 

 

Fig. 9 Separation Point on airfoil wall for different AoA for 

clean and with 1.5%C flap airfoil 
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Fig. 10 presents the pressure distribution on the airfoil with 

various height of gurney flap at 10°AoA. The Kutta condition at 

the trailing edge is changed by deploying a GF which leads to a 

pressure increment for both the upper and lower airfoil surface. 

As there is a pressure difference between upper and lower 

surface, the load capacity of the airfoil rises resulting increment 

in lift. With increasing height of gurney flap the lift coefficient 

also increases.       

From Fig. 11 it is quite evident that the upper surface of the 

airfoil had lesser pressure than the lower surface. At moderate 

AoA, the pressure on both surfaces were increased and thus the 

lift as well as drag also increased, which then bring about the 

decreasing nature of lift to drag ratio. Also, from the pressure 

contour it is observed that the front side of the GF had positive 

pressure and the rear side had negative pressure, resulting the 

increment of drag of the airfoil. 

3.1 Trailing Edge Flow Structure 

In Fig. 12(a) flow behavior of airfoil without flap with AoA 

of 4° is shown and Fig. 12(b) depicts the flow behavior of airfoil 

with flap 1.5% with angle of attack 4°. At this angle of attack, the 

flow created two vortices, one is at the downstream of the flap 

and the other one is at the upstream creating the separation 

bubble. At lower angle of attack, one very strong anti-clockwise 

vortex is created down the stream of the GF and no contra 

rotating distinct vortices was seen. This vortex induces the wake 

region to proceed downstream which results in delaying the flow 

separation and the reduction of pressure due to the vortices 

results in increasing the suction. At the lower surface upstream 

of the flap velocity is decreased which causes in pressure 

increase and this adds to the rise of the suction in the downstream 

resulting the increment of lift. 

 

Fig. 10 Pressure contour of airfoil with different height of flap at 10°angle of attack 

 

Fig. 11 Pressure contour of airfoil with 1.5%C flap at different angle of attack 



S. Mubassira, F. I. Muna, M. I. Inam /JEA Vol. 02(02) 2021, pp 63-70 

69 

 

    

(a)        (b) 

Fig. 12 Flow behavior of (a) without flap and (b) with flap at AoA 4° at the trailing edge 

 

Fig. 13 Velocity Streamlines of airfoils with 1.5%C flap (left column) and without flap (right column) 

 

Fig. 14 Velocity Streamlines of airfoils with flap of different heights and without flap 

In Fig. 13 it had been depicted the differences of flow 

behavior between an airfoil with flap and without flap with 

increasing angle of attack. Fig. 13 shows that the air moves 

fluently without separation for clean airfoil at 𝛼 = 4°. In 

downstream of the leeward of the GF, there is a wake region with 

two vortices. Since GF has effects as a point vortex, it enlarges 

the circulation of the airfoil. However, when a GF had been 

installed, the flow separation on the upper surface is reduced so 
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that the suction is greater and vortex creation behind the flap 

which results the delay of flow separation. At higher AoA (for 

airfoil with flap) these vortices move to the upper surface of the 

airfoil enhancing the lift to drag ratio which is quite equal as the 

airfoil without flaps. From Fig. 14 flow structure had been 

showed for different height of the gurney flap at angle of 

attack 10°. It clearly shows that the flow separation is occurring 

lately. With the increasing height the vortex after the gurney flap 

is getting bigger and clear. 

4 Conclusion 

A CFD analysis of a NACA 4312 airfoil with a Gurney flap 

has been done precisely. The two-dimensional flow was 

measured using ANSYS Fluent with the two-equation turbulence 

model of K-omega SST. The main intention of using the gurney 

flap is lift increment. Gurney flap can produce the same lift with 

lesser AoA. In comparison with a clean airfoil, lift coefficient 

and lift to drag ratio were enhanced by the Gurney flaps. By 

deploying gurney flap at trailing edge, flow can be optimized for 

anticipated flow behavior. So gurney flap can be used as lift-

enhancement device. Along with the increment of the height of 

the flap, lift as well as drag increases but the aerodynamics 

performance is not always up to the mark. It was inspected that 

the relation between Lift/drag ratio and gurney flap length is non-

linear and it relied on the angle of attack. The maximum value of 

Lift/drag ratio is attained with Gurney flap of 1.5%C which is 

considered as the best performance for this study. The contours 

of static pressure, velocity and the coefficient of lift, coefficient 

of drag distribution and coefficient of pressure is calculated. 

Outcomes from this research can be utilized as a path for 

achieving higher lift on aircraft by using GF. 
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ABSTRACT   

Quartic non-polynomial spline method is presented to solve the singularly perturbed differential-difference equation containing 

two parameters. The considered equation is transformed into an asymptotical equivalent differential equation, and the derivatives are 

replaced finite difference approximation using the quartic non-polynomial spline method. The convergence analysis of the method has 

been established. Numerical experimentation is carried out on model examples, and the results are presented both in tables and graphs. 

Furthermore, the present method gives a more accurate solution than some existing methods reported in the literature. 
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1 Introduction  

Numerical analysis is both a science and an art. As a science, 

it is concerned with the processes by which mathematical 

problems can be solved by appropriate methods. While, as an art 

numerical analysis is concerned with choosing that procedure 

that is suitable for the solution of a particular problem. Numerical 

answers to a problem generally cover errors that arise in inherent 

in the mathematical formulation of the problem or approximate 

to the physical situation and suffered in finding the solution 

numerically. If the small positive constant number multiples with 

the highest-order derivative of a given differential equation, then 

the obtained equation is known as a singularly perturbed 

differential equation. The small positive parameter is known as 

the perturbation parameter. In singular perturbation theory, the 

study of differential equations which are modified by the 

addition of small coefficients multiplying the higher-order 

derivative is of importance in many fields, [1]-[5]. 

Singular perturbation problems are the differential or 

difference equations that arise as a result of the modeling of real-

life phenomena and whose solutions exhibit the boundary layer.  

Based on the parameters, the perturbation and/or delay 

parameters they involved, singularly perturbed problems can be 

categorized into the singularly perturbed differential equations or 

singularly perturbed differential-difference equations. Many 

researchers, like in, [7]-[16] have been providing different 

numerical methods for solving singularly perturbed differential-

difference equations. But, most of those author’s considered the 

stated problem when it involves one perturbation parameter.  

Few scholars like in [9],[14],[17] have been developed numerical 

schemes to solve singularly perturbed problems with two 

parameters.  For the problems that contain two perturbation 

parameters and involve delay term in the convection term 

proposed by Sahu and Mohapatra, [9] who tried to develop a 

parameter uniform numerical method.  

However, this developed method and most of the classical 

methods produce good results only when the perturbation 

parameter in the convection term   is much less than the 

perturbation parameter in the diffusion coefficient , (i.e., 

  ). This difficulty is caused due to   in convection term 

which implies the existence of the two boundary layers in the 

solution.   Moreover, classical numerical methods give good 

accurate solutions only when the step length the solution domain

h .  This leads to huge systems of equations which is costly 

to solve. Thus, in this paper, we present a quartic non-polynomial 

spline method that produces a more accurate solution for 

singularly perturbed differential-difference equations involving 

two parameters when h   .  

2 Description of the Numerical Method 

We consider the singularly perturbed differential-difference 

equation with two parameters of the form: 

( ) ( ) ( ) ( ) ( ) ( )y x a x y x b x y x g x       , 

(0,1)x  
(1) 

with the interval and boundary condition: 

( ) ( )y x x , 0x   , (1) .y   (2) 

where 0 , 1     are the perturbation parameters. 

The delay parameter is , and satisfies .   Functions 

( ), ( ), ( )a x b x g x and ( )x are continuous on  , and the 

constant number   is given. Furthermore, assume that 

( ) 0a x a   and ( ) 0,b x b x    .  

By Taylor’s series expansion as: 

2( ) ( ) ( ) ( )y x y x y x O         (3) 

Substituting Eq. (3) into Eq. (1), gives the asymptotical 

equivalent boundary value problem: 

( ) ( ) ( ) ( ) ( ) ( )y x p x y x q x y x f x      (4) 

with the boundary conditions, 
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0 0(0) ( ), (1)y x y A     (5) 

where:  
( ) ( )

( ) , ( ) ,
( ) ( )

a x b x
p x q x

a x a x

 

   
 

 
and 

( )
( )

( )

g x
f x

a x



 



 . 

Consider for 0 10 ( )p p x p    and ( ) 0q x q  , the 

homogenous part of Eq. (4) is written as; 

1( ) ( ) ( ) 0y x p y x qy x      (6) 

The characteristic equation of Eq. (6) is
2

1 0m p m q    , and assume it has two real solution 

 
2

1 1

1,2

4

2

p p q
m

  



  
  . 

The situation of the layer is characterized by the case, for
  , as 0   , and 0q   which suggests that

1
1 2and 0

p
m m






  . Hence, in this case for  , 

the complementary solution to Eq. (6) is 

1

1 2( ) ,

p
x

y x C C e







   
(7) 

where 
1 2andC C  are arbitrary constants.   

Let N  be a positive integer and a uniform mesh   with 

nodal point ix   on  0,1  such that: 

0 1 2 1: 0 ... 1N Nx x x x x        , 

, 0,1,2,...,ix ih i N  ; where  
1

h
N

  ,  and N  is the 

number of intervals. For each segment

 1, , 1, 2,..., 1i ix x i N   , let us the non-polynomial 

quartic spline ( )S x defined by:  

𝑆∆(𝑥) = 𝑎𝑖 𝑠𝑖𝑛 𝑘(𝑥 − 𝑥𝑖) + 𝑏𝑖 𝑐𝑜𝑠 𝑘(𝑥 −
𝑥𝑖) + 𝑐𝑖(𝑥 − 𝑥𝑖)

2 + 𝑑𝑖(𝑥 − 𝑥𝑖) + 𝑒𝑖, 
(8) 

where , , ,i i i ia b c d  and ie  are real finite constants to be 

determined and k  is an arbitrary parameter that will be used to 

increase the accuracy of the method.  Denoting iy be an 

approximation to ( )iy x  obtained by the segments ( )S x  of the 

spline function passing through the points ( , )ix S  and

1 1( , )ix S  . To determine the coefficients of Eq. (8), we do not 

only require that ( )S x  satisfies interpolator conditions at ix  

and 1ix   but also continuity condition of the first, and the third 

derivatives at the nodes ( , )ix S and 1 1( , )ix S  . Symbolizing: 

 

1 1

1 1

(4)

1

( ) , ( )

( ) , ( )

1
( )

2

i i i i

i i i i

i i i

S x y S x y

S x M S x M

S x F F

   

   

 

 

  

 

 (9) 

We get through a long straightforward calculation,  

   

   

 

1 12 4

1

4

1

2

1 1 12 2 2

14

1 1 cos
,

sin 2 sin

,
2

,
2 4

1 1 1
,

2 4

1
.

2

i i i i i

i i
i

i i i
i

i i i i i i i

i i i i

a M M F F
k k

F F
b

k

M F F
c

k

h h
d y y M M F F

h hk hk k

e y F F
k



 
 





  




   





 

 
       

 

  
 

Expending the continuity condition of the first derivatives at 

knots,  1( ) ( )i iS x S x 
  , leads to: 

 

 

 

3

1 1

2

2 2

1 1 1

2 2

1

24 sin

2(1 cos ) sin

2 2 cos sin 2sin
( ) 2

[2(1 cos ) sin ]

2 4sin sin 2 ( s 1)

[2(1 cos ) sin ]

4 sin
.

[2(1 cos ) sin ]

i i i

i i i i

i

i

y y yhk

hk h

k hk h k
F F F M

h hk

k h k hk co
M

h hk

k hk
M

h hk



 

  

 

  

 



 

 

  



  
    

 
   

 

  


 



 

 

(10) 

Likewise, using the continuity of the third derivatives at 

knots, 1( ) ( )i iS x S x 
  , we get: 

2 2 2

1 1 1 1

2 cos 2 (cos 1) 2
( ) 2

1 cos 1 cos 1 cos
i i i i i i

k k k
F F F M M M

 

  
   


    

    
(11) 

By substituting Eq. (11) into (10), we get the system: 

1 1
1 12

2
( ) 2 ,i i i

i i i

y y y
M M M

h
  

 

 
    (12) 

where, 1,2,..., 1i N  , 

2 2

2 2

2(1 s ) 4(1 s ) (1 3 s )
and .

2 (1 s ) 4 (1 s )

co co co

co co

    
 

   

    
 

 
  

If 0h , then 0hk   . Thus using L’Hospital’s 

rule we have 
0

1
lim

12



 and

0

5
lim

12




 . 

Using the splines second derivatives in Eqs. (9) with (4), we 

have  

 

 

 

1 1 1 1 1 1

1 1 1 1 1 1

1
,

1
,

1
.

i i i i i i

i i i i i i

i i i i i i

M f p y q y

M f p y q y

M f p y q y










     

     

  

  

  

 (13) 

For the first-order derivatives in Eq. (13), we consider the 

central finite difference approximation of the form:  
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1 1 ,
2

i i
i

y y
y

h

 
   1 1

1

3 4
,

2

i i i
i

y y y
y

h

 


  
 

1 1
1

4 3

2

i i i
i

y y y
y

h

 


 
  . 

Using this approximation and substituting Eq. (13) into (12) 

yields: 

 

 

   

1 1 1 12

1 12

1 1 1 1 1 12

2 3
2

2 2
2

3 2 2 .
2

i i i i i

i i i i

i i i i i i i i

p p p q y
h h

p p q y
h h

p p p q y f f f
h h

 
   

 
  

 
     

   

 

     

 
    

 

 
    
 

 
        
 

 

(14) 

To control the disturbance perturbation parameter in the 

solution, we introduce the fitting parameter   on Eq. (14). In 

order to get the value of  , multiply  Eq. (14) by 
h


, denote 

,
h




   and then evaluate limits as 0h  gives: 

 

 

1 1 1
0

1 1
0

( ) lim

lim 2

i i
h

i i i
h

p y y

y y y

  


 


 


 


 
 (15) 

From the discrete form of Eq. (7) we have 

1

1

1 1 1

1 1 1

1 2 1 2

( 1)

1 1 2 1 2

( 1)

1 1 2 1 2

.

.

i

p
x

p i

i

p i p i p

i

p i p i p

i

y C C e C C e

y C C e C C e e

y C C e C C e e




  

  





   



  



   

   

   

 (16) 

Considering Eq. (16) into Eq. (15), we get:  

  
1 1coth

2 2

p p 


 
  

 
. 

Hence, the fitted form of Eq. (14) is 

1 1 ,i i i i i i iE y F y G y H     (17) 

where 

 

 

 

 

 

1 1 12

1 12

1 1 12

1 1

2 3 ,
2

2 2
2 ,

3 2 ,
2

2 .

i i i i i

i i i i

i i i i i

i i i i

E p p p q
h h

F p p q
h h

G p p p q
h h

H f f f

 
   

 
  

 
   

 

  

 

  

 

    

   

    

  

 

3 Error Analysis  

Let expand the terms 1iy   and 1iM   in Eq. (12), using 

Taylor’s series which gives the local truncation error ( )iT h : 

  2 (4) 4 (6)1 1
( ) 1 2( ) ...

12 360 12
i i i iT h y h y h y


  

             
   

 
(18) 

But from the values of 
1

12
  and 

5

12
  ,  Eq. (18) 

leads to  

4( )iT h Ch  (19) 

where, (6)1

240
iC y . 

Thus, we have 

4( ) ( )i Ny x Y C h   (20) 

where ( )iy x  and 
NY  are exact and approximate solutions 

respectively, and C  is constant independent h . 

To apply the Richardson extrapolation technique, let 
2 N  

obtained from each mesh interval 
N  by dividing two, then 

denote the approximation of the solution on 
2 N  by

2NY . 

Consider Eq. (20) works for any 0h  , which implies: 

4( ) ( ) ,N N

i N iy x Y C h R x     (21) 

So that it also works for any 0
2

h
 and results: 

4

2 2

2( ) ,
2

N N

i N i

h
y x Y C R x

  
        

 (22) 

where the terms, 
NR  and 

2NR   are of  𝑂(ℎ6). 

Eliminating the constant C, and a combination of Eqs. (21) and 

(22) leads to   6

215 ( ) 16 ( )i N Ny x Y Y O h   , which 

proposes to denote:  

   2

1
16

15

ext

N N NY Y Y   (23) 

is also another approximation solution of ( )iy x which 

obtained from the solutions of 
NY  ad 2NY . This approximation 

solution with the truncation error, 

  6( ) ( )
ext

i Ny x Y C h   (24) 

Thus, the formulated quartic non-polynomial spline method 

in Eqs. (17) and extended to Eq. (23) with local truncation error 

in Eqs. (19) and (24) respectively, satisfies the consistency of the 

method if: 

 4 6

0 0 0
lim ( ) lim lim 0i
h h h

T h Ch Ch
  

   . 

4 Stability of the Method 

Let multiply both sides of the developed scheme in Eq. (17) 

by 2h  and consider the values of
iE , 

iF  and 
iG for sufficiently 

small h , then we get: 

i iE G   , 2iF   (25) 

Since, 1,2,..., 1i N  , considering  Eq. (25),  the matrix 

form of Eq. (17) is 

AY B , (26) 

where, 
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2 0 0

2 0

0 2

0

0 2

0 0 0 2

A

 

  

  

  

 

 
 

 
 

  
 
 
 

 

, 

1

2

2

1

N

N

y

y

Y

y

y





 
 
 
 

  
 
 
 
  

 and 

2

1 1 0

2

2

2

2

2

1 1

N

N N N

h H E y

h H

B

h H

h H G y



 

 
 
 
 

  
 
 
 

  

. 

Here, the matrix A is a tri-diagonal, irreducible, and 

diagonally dominant. Therefore, the system can be solved by 

Thomas Algorithm. 

As discussed in the literature [16, 18] the eigenvalues of a 

tri-diagonal matrix A  are given by: 

 

   2 2 cos , 1(1) 1s

s
s N

N


        . 

 Hence, the eigenvalues of the matrix A in Eq. (26) are: 

 
2

2 2 cos 2 1 cos , 1(1) 1s

s s
s N

N N

 
   

 
        

 
. 

But from trigonometric identity, we have

21 cos 2sin
2

s s

N N

 
  . Thus, the eigenvalues of A   

 

2 22 2sin 4 sin 4
2 2

s

s s

N N

 
   

 
      

 
. 

A developed method is stable if A  is non-singular and 

 1
00A C h h     . 

where, C  and 0h  are two constants that are free of h . 

Since A is real and symmetric it follows that 1A is also.  

So that, its eigenvalues are given by
1

s
. The stability condition 

of the method will be satisfied when 

1 1 1 1

4 4s

A C
  

 
    . 

Thus, the developed quartic non-polynomial spline method 

is consistent and stable. Therefore, the proposed method is 

convergent. 

5 Numerical Illustrations 

In this section, we consider model examples of the 

singularly perturbed differential-difference equations with two 

parameters to validate our theoretical descriptions. Maximum 

absolute errors are computed by the formula: 

 2max 1(1) 1
h

h

h i i
i

Z y y i N    , 

where 
h

iy  is the numerical solution at the nodal point ix  

on the mesh interval of 
N  and 2

h

iy  is the numerical solution 

at the nodal point ix on the mesh interval of  
2 N . 

Example 1: Consider the singularly perturbed differential-

difference problem 

( ) (1 ) ( ) ( ) 0, (0,1)

( ) 1, 0, (1) 1.

xy x x y x e y x x

y x x y

  



       


    
The exact solution is not available, so we calculate the maximum 

absolute errors by the double mesh principle. For computational 

purposes, we consider 1210   for both examples.  

Example 2: Consider the singularly perturbed differential-

difference problem  

( ) ( ) ( ) , (0,1)

( ) 1, 0, (1) 0.

y x y x y x x x

y x x y

       


    
    

The analytic solution of this problem is given by: 

                 
    

 

1 2 1 1 2 1 2 1 1 1

1 1 2 1

2 2 2 2

2 2

1 1
( )

k k x k x k k x k x

k k

e e e e
y x x

e e

   

 

 


     

 

    
  



  

with   2
1 1,2 1and 4k           

  

Table 1 Comparison of maximum absolute errors for Example 1, when 310   

   N 32 64 128 256 512 1024 

Present Method      
210  6.5542e-05 1.6398e-05 4.0996e-06 1.0249e-06 2.5634e-07 6.4086e-08 

410  7.9774e-06 5.2550e-06 1.4139e-06 3.6245e-07 9.0642e-08 2.2661e-08 

810  1.4789e-05 4.2908e-07 7.5055e-09 8.8815e-11 7.2546e-12 2.0887e-12 

1010  1.4791e-05 4.2964e-07 7.6475e-09 1.2503e-10 1.9034e-12 7.1987e-13 

Results in [9]     
210  7.074e–03  1.945e–03  5.018e–04  1.271e–04  3.184e–05  7.968e–06 

410  1.045e–02  2.830e–03  7.229e–04  1.817e–04  4.549e–05  1.137e–05 

810  1.047e–02  2.835e–03  7.242e–04  1.820e–04  4.557e–05  1.139e–05 

1010  1.047e–02  2.835e–03  7.242e–04  1.820e–04  4.557e–05  1.139e–05 
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Table 2 Comparison of maximum absolute errors for Example 1, when 410   

   N 32 64 128 256 512 1024 

Present Method      
210  6.9549e-07 1.8398e-07 4.6162e-08 1.1543e-08 2.8867e-09 7.2070e-10 

410  7.4475e-04 4.0798e-05 2.7815e-05 7.5115e-06 1.8890e-06 4.7538e-07 

810  1.3837e-03 5.9743e-05 3.9377e-05 1.0955e-05 2.8532e-06 7.1372e-07 

1010  1.3837e-03 5.9743e-05 3.9377e-05 1.0955e-05 2.8532e-06 7.1372e-07 

Results in [9]     
210  1.252e–03  3.162e–04  7.946e–05  1.987e–05  4.970e–06  1.242e–06 

410  2.470e–02  1.301e–02  4.656e–03  1.624e–03  4.396e–04  1.102e–04 

810  2.123e–02  8.699e–03  3.120e–03  1.052e–03  3.347e–04  1.038e–04 

1010  2.121e–02  7.835e–03  2.704e–03  8.976e–04  2.797e–04  8.430e–04 

Table 3 Maximum absolute errors before and after applying the Richardson extrapolation for Example 1, when 310     

   N  32 64 128 256 512 1024 

After        
410  1.8079e-04 5.4565e-05 1.3834e-05 3.5207e-06 8.8021e-07 2.2005e-07 

610  1.8079e-04 5.4565e-05 1.3834e-05 3.5207e-06 8.8021e-07 2.2005e-07 

810  1.8079e-04 5.4565e-05 1.3834e-05 3.5207e-06 8.8021e-07 2.2005e-07 

1010  1.8080e-04 5.4567e-05 1.3834e-05 3.5208e-06 8.8024e-07 2.2006e-07 

Before       
410  3.2137e-03 1.3165e-04 4.9202e-05 1.6322e-05 4.3208e-06 1.0952e-06 

610  3.2137e-03 1.3165e-04 4.9202e-05 1.6322e-05 4.3208e-06 1.0952e-06 

810  3.2137e-03 1.3165e-04 4.9202e-05 1.6322e-05 4.3208e-06 1.0952e-06 

1010  3.2138e-03 1.3165e-04 4.9203e-05 1.6322e-05 4.3209e-06 1.0953e-06 

Table 4 Maximum absolute errors with fitting (W. F) and without fitting (W.O. F) parameter for Example 1, when 310     

   N  32 64 128 256 512 1024 

W. F       
410  1.8079e-04 5.4565e-05 1.3834e-05 3.5207e-06 8.8021e-07 2.2005e-07 

610  1.8079e-04 5.4565e-05 1.3834e-05 3.5207e-06 8.8021e-07 2.2005e-07 

810  1.8079e-04 5.4565e-05 1.3834e-05 3.5207e-06 8.8021e-07 2.2005e-07 

1010  1.8080e-04 5.4567e-05 1.3834e-05 3.5208e-06 8.8024e-07 2.2006e-07 

W.O. F       
410  1.3710e-03 8.5454e-04 3.9479e-04 1.0020e-04 2.5467e-05 6.3837e-06 

610  2.6758e-02 3.3937e-02 3.5052e-02 1.2619e-02 5.9584e-03 4.4740e-03 

810  2.8268e-02 4.0314e-02 6.1232e-02 8.5222e-02 1.3035e-01 2.5806e-01 

1010  2.8283e-02 4.0349e-02 6.0781e-02 7.6575e-02 7.4437e-02 8.2861e-02 

Table 5 Comparison of maximum absolute errors for Example 2, when 310   

   
N 32 64 128 256 512 1024 

Present Method      

210  9.2960e-04 2.3290e-04 5.8941e-05 1.4738e-05 3.6893e-06 3.6893e-06 

510  2.0555e-06 2.5750e-07 5.9506e-08 1.4797e-08 3.6979e-09 9.2472e-10 

710  1.1198e-06 2.3221e-08 9.3234e-10 1.5330e-10 3.7066e-11 9.4675e-12 

1010  1.1103e-06 2.0857e-08 3.4127e-10 5.5301e-12 1.4166e-13 3.9091e-13 

Results in [9]     
210  1.470e–02  3.909e–03  1.005e–03  2.525e–04  6.327e–05  1.582e–05 

510  1.071e–02  3.666e–03  9.318e–04  2.339e–04  5.854e–05  1.464e–05 

710  1.066e–02  3.660e–03  9.303e–04  2.335e–04  5.844e–05  1.461e–05 

1010  1.066e–02  3.660e–03  9.303e–04  2.335e–04  5.844e–05  1.461e–05 
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Table 6 Comparison of maximum absolute errors for Example 2, when 310  . 

   
N  32 64 128 256 512 1024 

After       
410  1.0592e-05 2.3946e-06 5.9382e-07 1.4838e-07 3.7093e-08 9.2732e-09 

610  1.2048e-06 4.4520e-08 6.2575e-09 1.4846e-09 3.6988e-10 9.2715e-11 

810  1.1113e-06 2.1091e-08 3.9984e-10 2.0174e-11 3.7818e-12 1.1909e-12 

1010  1.1103e-06 2.0857e-08 3.4127e-10 5.5301e-12 1.4166e-13 3.9091e-13 

Before       
410  7.5786e-04 5.7296e-05 5.8259e-06 9.2083e-07 1.9666e-07 4.7066e-08 

610  7.0795e-04 4.5377e-05 2.8778e-06 1.8573e-07 1.3000e-08 1.1592e-09 

810  7.0746e-04 4.5258e-05 2.8484e-06 1.7840e-07 1.1169e-08 7.0160e-10 

1010  7.0745e-04 4.5257e-05 2.8481e-06 1.7833e-07 1.1151e-08 6.9702e-10 

 

Fig. 1 Solution profiles for Example 1, when 
410 ,   

1210   and 64N  .  

 

Fig. 2  Obtained maximum absolute errors when 410  and

310   

 

Fig. 3 Solution profiles for Example 2, when 
410 ,   

1210   and 64N  .  

6 Discussion and Conclusion  

In this paper, we presented a quartic non-polynomial spline 

method to solve the singularly perturbed differential-difference 

equation involving two parameters. First, this equation is 

transformed into an asymptotically equivalent differential 

equation, and then applying a quartic non-polynomial spline 

method.  Convergence of the method has been established. To 

validate the method, numerical illustrations have been given in   

Table 1-6 and Fig. 1-3. 

These results show, the present method gives a more 

accurate solution than some existing methods in the literature.  

Also, maximum absolute errors decrease as the number of mesh 

points N  increases which implies convergence of the method.  

Moreover, we attempted to increase the order of convergence by 

Richardson’s extrapolation and discovered that this well-known 

convergence acceleration technique has some limitations. We 

observe that even though this extrapolation technique improves 

the accuracy slightly, it does not increase the rate of convergence.  

Generally, a quartic non-polynomial spline method is 

convergent and gives an accurate numerical solution for solving 

singularly perturbed differential-difference problems involving 

two parameters. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

y

 

 

 = 10-2

 = 10-3

 = 10-6

0 200 400 600 800 1000 1200
0

0.2

0.4

0.6

0.8

1

1.2

1.4
x 10

-3

N

M
A

x
. 

A
b
s
o
lu

te
 E

rr
o
rs

 

 

With fitting factor 

Without fitting factor

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

y

 

 

 = 10-2

 = 10-4

 = 10-8



G. R. Kusi, T. A. Bullo, and G. F. Duressa /JEA Vol. 02(02) 2021, pp 71-77 

77 

 

References 

[1] File, G. and Reddy, Y.N., 2013. Computational method 

for solving singularly perturbed delay differential 

equations with negative shift. International Journal of 

Applied Science and Engineering, 11(1), pp.101-113. 

[2] File, G., Gadisa, G., Aga, T. and Reddy, Y.N., 2017. 

Numerical solution of singularly perturbed delay reaction-

diffusion equations with layer or oscillatory 

behaviour. American Journal of Numerical Analysis, 5(1), 

pp.1-10.  

[3] Gadisa, G., File, G. and Aga, T., 2018. Fourth order 

numerical method for singularly perturbed delay 

differential equations. International Journal of Applied 

Science and Engineering, 15(1), pp.17-32.  

[4] Kadalbajoo, M.K. and Kumar, V., 2007. B-spline method 

for a class of singular two-point boundary value problems 

using optimal grid. Applied Mathematics and 

Computation, 188(2), pp.1856-1869.  

[5] Kadalbajoo, M.K. and Sharma, K.K., 2004. Numerical 

analysis of singularly perturbed delay differential 

equations with layer behavior. Applied Mathematics and 

Computation, 157(1), pp.11-28.  

[6] Kadalbajoo, M.K. and Sharma, K.K., 2008. A numerical 

method based on finite difference for boundary value 

problems for singularly perturbed delay differential 

equations. Applied Mathematics and 

Computation, 197(2), pp.692-707.  

[7] Kadalbajoo, M.K. and Yadaw, A.S., 2008. B-Spline 

collocation method for a two-parameter singularly 

perturbed convection–diffusion boundary value 

problems. Applied Mathematics and Computation, 201(1-

2), pp.504-513.  

[8] Kadalbajoo, M.K., Gupta, V. and Awasthi, A., 2008. A 

uniformly convergent B-spline collocation method on a 

nonuniform mesh for singularly perturbed one-

dimensional time-dependent linear convection–diffusion 

problem. Journal of Computational and Applied 

Mathematics, 220(1-2), pp.271-289.  

[9] Sahu, S.R. and Mohapatra, J., 2019. Parameter uniform 

numerical methods for singularly perturbed delay 

differential equation involving two small 

parameters. International Journal of Applied and 

Computational Mathematics, 5(5), pp.1-19.  

[10] Akram, G. and Talib, I., 2014. Quartic non-polynomial 

spline solution of a third order singularly perturbed 

boundary value problem. Research Journal of Applied 

Sciences, Engineering and Technology, 7(23), pp.4859-

4863. 

[11] Ala'yed, O.H., Ying, T.Y. and Saaban, A., 2015. New 

fourth order quartic spline method for solving second 

order boundary value problems. MATEMATIKA: 

Malaysian Journal of Industrial and Applied 

Mathematics, 31(2), pp.149-157. 

[12] Chakravarthy, P.P., Kumar, S.D., Rao, R.N. and Ghate, 

D.P., 2015. A fitted numerical scheme for second order 

singularly perturbed delay differential equations via cubic 

spline in compression. Advances in Difference 

Equations, 2015(1), pp.1-14. 

[13] Chakravarthy, P.P., Kumar, S.D. and Rao, R.N., 2017. An 

exponentially fitted finite difference scheme for a class of 

singularly perturbed delay differential equations with 

large delays. Ain Shams Engineering Journal, 8(4), 

pp.663-671. 

[14] Dugassa, T., File, G. and Aga, T., 2019. Stable Numerical 

Method for Singularly Perturbed Boundary Value 

Problems with Two Small Parameters. Ethiopian Journal 

of Education and Sciences, 14(2), pp.9-27.  

[15] Erdogan, F., 2009. An exponentially fitted method for 

singularly perturbed delay differential 

equations. Advances in Difference Equations, 2009, pp.1-

9.  

[16] Siraj, M.K., Duressa, G.F. and Bullo, T.A., 2019. Fourth-

order stable central difference with Richardson 

extrapolation method for second-order self-adjoint 

singularly perturbed boundary value problems. Journal of 

the Egyptian Mathematical Society, 27(1), pp.1-14.  

[17] Zahra, W.K. and El Mhlawy, A.M., 2013. Numerical 

solution of two-parameter singularly perturbed boundary 

value problems via exponential spline. Journal of King 

Saud University-Science, 25(3), pp.201-208. 

[18] Smith, G.D., Smith, G.D. and Smith, G.D.S., 

1985. Numerical solution of partial differential equations: 

finite difference methods. Oxford University Press.

 

 



 
Journal of Engineering Advancements Vol. 02(02) 2021, pp 78-86                                    https://doi.org/10.38032/jea.2021.02.003 

*Corresponding Author Email Address: mhk_mse@ru.ac.bd                                                     Published by: SciEn Publishing Group 

 

Morphogenesis of Silicovanadate Glasses: Investigation of Physical Properties 

Md. Moinul lslam1, Md. Abdur Rashid1, Md. Parvez Ahamed1, Md. Emran Hossain2, M. Rafiqul Ahsan1, M. 

Golam Mortuza1, Mirza Humaun Kabir Rubel3,*  

1Department of Physics, University of Rajshahi, Rajshahi–6205, Bangladesh  
2Physics Discipline, University of Khulna, Khulna–9208, Bangladesh  

3Department of Materials Science and Engineering, University of Rajshahi, Rajshahi–6205, Bangladesh  

Received: March 13, 2021, Revised: April 29, 2021, Accepted: April 29, 2021, Available Online: May 21, 2021 
 

 

ABSTRACT   

In this article, we demonstrate the synthesis and various characterizations of silicovanadate glasses of xSiO2 (100-x)V2O5 for x = 

(10-50) mol%, glasses which are prepared by the melt quenching method. FTIR spectra analysis confirms dominant chemical bonds 

among silicon, vanadium, and oxygen elements as expected. The assigned chemical bonds are Si-O-Si, O-Si-O, V-O-V, V=O, Si-O-V, 

O-H from FTIR spectra. The IR spectra of all glass specimens were baseline corrected and deconvoluted to distinct peaks of chemical 

bonds in overlapped Gaussians with employing computer program. The chemical bond's position shifted and affected due to the addition 

of vanadium pentaoxide by the heat treatment process. The X-ray diffractions (XRD) patterns of glass samples exhibit partial crystalline 

nature for 10S90V and 50S50V that is influenced by high-temperature application. The differential thermal analysis (DTA) of base and 

heat-treated specimen determines the glass transition (Tg), crystallization, and liquidus temperature with prominent exothermic and 

endothermic reactions. It is seen that the pH of the glass specimens abruptly changes due to the surface effect of V2O5 while bulk effects 

become robust after about 30 minutes. The measured hardness of three glass samples shows high HV-values and a slight linear increment 

is observed for higher V2O5 contents. The current-voltage (I-V) characteristic connected to the electrical conductivity of the glass 

specimen (20S80V) shows a relatively higher and non-linear trend of conductivity which reveals the behavior of a semiconductor. 

Moreover, temperature-dependent electrical resistivity measurement of the same sample (20S80V) manifests the semiconducting nature 

up to 427 °C as well.   

Keywords: Si/V-based glass, FTIR, X-ray diffraction, DTA, pH, Current-Voltage characteristics, Electrical resistivity. 
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1 Introduction   

Glass-ceramics are polycrystalline or amorphous substances 

possessing the properties of hardness, rigidity, brittleness which 

are prepared by controlled crystallization processes. Glass 

ceramics have widespread attentive technological applications in 

various fields such as electronic devices, optical devices, 

reflecting windows, ray absorbers, mechanical sensors, electro-

optic devices, sealants, etc. [1]-[4]. Among various oxides 

glasses, the silicovanadate glasses have great scientific vast 

technological, and attractive industrial interest for their 

individual characteristics. To know the structural information, 

electrical conductivity, hardness, solubility, and optical 

properties of this silicovanadate glasses various characterization 

techniques such as X-ray diffraction, Fourier Transform IR 

study, Four probe method, Vickers hardness testing system, pH 

meter [5]-[8], etc., have been utilized where vanadium metal 

manifests various physical and chemical properties. However, 

some oxide glasses are generally insulating type in the aspect of 

conductivity but the addition of some transition metal such as 

VO, V2O5, Fe2O3, WO3, ZnO, etc. make these glasses 

semiconducting.  

These binary oxide glasses are studied widely for their 

attractive potential applications in various fields such as optical 

and electrical memory switching, solid state devices, and optical 

fibers [9]. For making useful memory and switching devices in 

various fields V2O5 containing glasses are extensively used for 

its transition behavior. In order to get silicovanadate glasses, 

V2O5 is used among various transition metals because of having 

electrical conductivity due to the electron hopping behavior 

between V5+ and V4+ ions [10]-[13]. In this xSiO2(100-x)V2O5 

binary system glasses, Si4+ ions act as network forming ions 

whereas vanadium ions might act diverse role either as network 

formers, modifiers, and/or intermediate in the amorphous glass 

network [14]. The most important property of the glassy 

materials is the viscosity which makes the glass in liquid nature 

and is also closely connected with the nature and structure of the 

melts [15]-[16]. Besides, the addition of the network modifier 

component in the composition increases the density as the 

network modifier ions attempt to occupy the interstices within 

the network. Noteworthy, the hardness of glasses makes strength 

and density of packing of the atoms in the localized structure 

[17]. During the course of this investigation, the microhardness 

(GPa) of silicate-based glasses has been studied to investigate 

mechanical performance on the basis of well-established factors 

[18]-[22]. The electrical conductivity of a glass system usually 

changes due to the presence of network modifiers [14]. V2O5 

exhibits semi-conductivity for the presence of V5+ and V4+ 

oxidation states that originate electron hopping between these 

two ions [23]-[24]. Recently, the electrical properties of several 

new V/Fe-based glasses have been analyzed to relate the 

structure and electrical conductivity () for their important 

applications [25]-[30]. Moreover, the chemical durability and 

possible improvement of the aforementioned glasses with 

electrical conductivity have also been analyzed [25]. Following 

this, the solubility of our prepared glasses in air condition has 

https://doi.org/10.38032/jea.2021.02.003
http://creativecommons.org/licenses/by-nc/4.0/
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been measured by means of pH meter to explore physio-

chemical changes in the specimens. Therefore, in this article, we 

have prepared and established a relationship between local 

structure and physical properties such as electrical conductivity, 

hardness, thermal behavior, and solubility of several 

silicovanadate glasses by FTIR, XRD, four-probe method, DTA, 

TCR, and pH meter for the first time. 

2 Materials and Methods 

For the synthesis of silicovanadate glasses by the 

conventional melt quenching method, commercially available 

reagents SiO2 and V2O5 were chosen as starting compositions. 

The chemicals Vanadium oxide (V2O5) and Silica (SiO2) were 

collected from Merck Specialties Pvt. Ltd. Worli, Mumbai-

400018. These chemicals were used directly without any further 

purification. For the preparation of 20 gm batch of xSiO2(100-

x)V2O5 glass system the collected raw materials were 

homogeneously mixed both in an agate mortar and ball-milled 

machine for 6-8 hours. The mixture was then poured into a 

porcelain crucible and melted in an electric carbolite furnace at 

~1500 °C for 1 hour. Dull brown transparent glass specimens 

were observed after sudden quenching using steel block and 

hammer assembly. Afterward, the base glass samples were 

placed in an Aluminum crucible and heated at 500 °C/1h to study 

the differences in physical properties post heat treatment.   

FTIR spectra of the silicate vanadate glasses were collected 

on a Spectrum 100, Perkin Elmer spectrophotometer by KBr disk 

method within the wavenumber of 400 and 4000 cm-1 to know 

all possible chemical bonds. X-ray diffraction patterns of base 

and heat-treated glasses were examined using the 

monochromatic CuKα radiation by setting 2 in the range of 5° 

to 50° at a scanning rate of 0.02° with Philips “X-pert Pro XRD 

system”. Crystal phases were detected based on standards 

compiled by the International Center for Diffraction Data 

(ICDD). The important phase transformations and crystallization 

temperatures were investigated by a STA-8000 DTA model 

(Parkin Elmer) meter as well. Differential thermal analysis 

(DTA) was carried out from room temperature (RT) to 900 °C 

by varying the heating rate from 5 to 10 °C min-1. During the 

measurement, about ten milligrams of α-Al2O3 powder and 

finely pulverized glass were utilized as a reference sample. To 

investigate physical and chemical changes the solubility of the 

glass specimens is measured with the aid of a pH/mv meter 

(Model-PHS-25, China). In this experiment, the scale of the 

meter was calibrated using Potassium hydrogen phthalate of (pH 

= 4.0) and the Sodium tetraborate of (pH = 9.18) to read pH 

directly. Temperature-dependent electrical conductivity (σ) and 

resistivity () were carried out by employing dc four-probe 

method for 20S80V glass specimen only. The glass specimen 

was cut into a rectangular shape and each longitudinal edge was 

connected by the probe(s) using Ag solder. The electrical current 

(I) was recorded through alternating voltage between 1.0 and 15 

V, on the other hand, the voltage (V) was registered by changing 

electrical current between 1.0 and 2.0 mA along both length and 

width direction. Moreover, the electrical conductivity(σ) of glass 

sample was evaluated on the basis of the following equation: σ = 

R-1·S-1·l; where R, S, and l are electrical resistivity ( Ω) estimated 

from a slope of the straight line of V vs. I, surface area (cm2) and 

electrode distance (cm), respectively. 

The microhardness of the prepared glasses was as curtained 

by Vickers indentation (Matsuzawa microhardness tester (MXT-

α1) equipped with a pyramidal diamond indenter under (100 g 

load, 20 s) by neglecting the size effects of indentation [17],[26]-

[27]. The HV-values (GPa) of glass samples were calculated from 

the expression as given, HV = 1854F/d2, here F = 9.81 N, and d 

is the average indentation diagonal in μm, as reported elsewhere 

[26]. The values are recorded on averages over 8–10 independent 

measurements. The indentations were examined and evaluated 

via the attached high-resolution microscope. 

 

(a) 

 

(b) 

Fig. 1 Infrared spectra of (a) base glass and (b) heat-treated 

glass samples. 

3 Results and Discussion 

3.1 FTIR Analysis of Silicovanadate Glasses 

Fourier Transform Infrared (FTIR) absorption spectra of 

glasses usually provide significant and valuable information on 

the arrangement of atoms, the chemical bonding between them, 

and the changes in atomic configurations caused by the increase 

or decrease of concentration of glass-forming systems. FTIR 

absorbance spectra of different silicate vanadate glasses are 

recorded from 400 cm-1 to 4000 cm-1 at room temperature. Fig. 1 

(a) and 1(b) show FTIR spectra of xSiO2(100-x)V2O5 of base 

glass and heat-treated glass samples respectively, with assigned 

prominent bonds and added vanadium pentaoxide contents. The 
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interpretation of the IR-spectra is based on the literature data of 

a series of crystalline and amorphous vanadate phases [29]-[34]. 

The Structural groups are assigned respectively, Si-O-Si bonds 

for bending vibration in 458-466 cm-1 [35]-[37], V-O-V bonds 

for chain vibration in 512-552 cm-1 [38]-[41].  

V-O-V bonds for bending vibration in 593-624 cm-1 [42], O-

Si-O bonds for symmetric stretching vibration in 798 cm-1 [43], 

V-O-V  bonds for asymmetric stretching vibration  in 822-826 

cm-1[44], Si-O-V bonds for vibration in 911 cm-1 [45], V=O 

bonds for non-bridging  in 980-998 cm-1 [46], Si-O-Si bonds for 

asymmetric stretching vibration in 1073 cm-1 [47], Si-O bonds 

for asymmetric stretching vibration in 1104-1227 cm-1 [48]-[50]. 

Whereas, O-H bonds for vibration in 1385-1523 cm-1 [51], H-O-

H bonds for bending vibration in 1601-2028 cm-1 [52]-[56], H-

O-H bonds for symmetric stretching vibration in 3403-3447 cm-

1 [57]-[58] for hygroscopic nature. However, we did not observe 

any significant change in the FTIR spectra of our synthesized 

glass samples even after heat treatment. The structural groups 

and main bonds of heat-treated samples remain in almost 

harmonious peak positions like base glasses, except a slight 

change in their intensity. This means that the local structure of 

the synthesized glass specimens did not alter after heat treatment 

up to 500 °C. Table 1 displays several physical properties 

including melting temperature during synthesis of all glasses. 

However, the melting temperature of 50S50V sample was 

undetermined or known due to a large amount of silica (melting 

temperature ~1700 °C) present.  

Table 1 Melting temperature and optical quality of the glasses 

of various compositions. 

Samples 

Nominal 

composition 

(mol %) 

Melting 

Temperature 

(oC) 

Optical 

quality 

X-ray 

diffraction 

Si2O V2O5 

10S90V 10 90 1200 Transparent 
Partially 

Crystallized 

20S80V 20 80 1250 Transparent Amorphous 

30S70V 30 70 1300 Transparent Amorphous 

40S60V 40 60 1300 Transparent Amorphous 

50S50V 50 50 Unknown Opaque Amorphous 

Table 2 Deconvoluted band positions of xSiO2(100-x)V2O5 base and (heat-treated) glasses.  

Chemical 

Bonds 

Band position (cm-1) 

10S90V 20S80V 30S70V 40S60V 50S50V 

Si-O-Si (Bending) 
466 

(480) 

- 

(463) 

458 

(458) 

464 

(462) 

466 

(467) 

V-O-V (Chain) 
528 

(543) 

- 

(532) 

512 

(536) 

552 

(539) 

- 

(-) 

V-O-V (Bending vibration) 

 

593 

(601) 

- 

(591) 

602 

(632) 

624 

(602) 

616 

(610) 

V-O (stretching 

Vibration) 

763 

(-) 

736 

(-) 

- 

(-) 

784 

(-) 

749 

(728) 

O-Si-O (symmetric 

Stretching Vibration) 

- 

(-) 

- 

(-) 

- 

(-) 

- 

(-) 

798 

(799) 

V-O-V (Asymmetric 

Vibration) 

826 

(820) 

- 

(815) 

822 

(830) 

- 

(824) 

- 

(-) 

Si-O-V (Vibration) 
- 

- 

- 

- 

- 

- 

- 

- 

911 

(921) 

V=O (Non bridging) 
991 

(987,1011) 

998 

(972,1007) 

991 

(953,997) 

980 

(948,992) 

- 

(1002) 

Si-O-Si (Asymmetric 

Stretching Vibration) 

- 

(-) 

- 

(-) 

- 

(-) 

- 

(-) 

1073 

(1088) 

Si-O (Asymmetric 

Stretching Vibration) 

1105,1168 

(1103,1157) 

1137,1212 

(1100,1127, 

1196) 

1112,1174 

(1107,1172) 

1104,1192 

(1105,1182) 

1227 

(1212,1261) 

O-H (vibration) 
1390,1523 

(1400,1572) 

1470 

(1380,1503) 

1441 

(1405,1535) 

1385,1512 

(1415,1519) 

- 

(-) 

H-O-H (Bending vibration) 
1619 

(1630) 

1616,1752, 

2028 

(1629) 

1601,1633 

(1628) 

1632 

(1627) 

1635 

(1618,1637) 

 

In order to obtain the quantitative information, the spectra of 

the base and heat-treated glasses are deconvoluted to several 

Gaussians according to the presence of peaks and shoulders in 

the spectral shape. The high-frequency band peaks have a 

relatively higher intensity than low-frequency band peaks and 

consist of broad Gaussian. The shape of the absorption 

spectrum changes with increasing V2O5 content up to 90 mol%. 

The structural bonds of base samples slightly shift in contrast 

to heat-treated samples. The FTIR spectra are divided into two 

regions, one in the lower wavenumber from 400 cm-1 to 1700 

cm-1 and the other in the higher frequency range 1700 cm-1- 

4000 cm-1. As it is difficult to identify the exact position of the 

absorption band thus deconvolution of these bands was carried 

out to obtain the exact position of the absorption band [28]. The 
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deconvolution of 10S90V, 20S80V, 30S70V, 40S60V, and 

15S50V base and heat-treated glasses with baseline correction 

are shown in Fig. A1.  

The spectra exhibited different absorption bands due to various 

structural units of SiO2 and V2O5. Further, the deconvolution 

method also can calculate the relative area of each component 

band and band positions of base and heat-treated glasses (Fig. 

A2). The concentration of the structural group is proportional 

to the relative area of its component bands. The summary of the 

data on various absorption bands observed in the deconvolution 

IR spectra of xSiO2(100-x)V2O5 of base and heat-treated 

glasses are presented in the values within (heat-treated) are 

indicated for heat-treated glasses. 

 

(a) 

 

(b) 

Fig. 2 The X-ray diffraction patterns of (a) base and (b) heat-

treated glass samples. 

3.2 XRD analysis of silicovanadate glasses 

To know the crystalline nature of the prepared base and heat-

treated glass samples X-ray diffraction patterns were collected 

and analyzed, which are shown in Fig. 2. The XRD patterns of 

base glass samples are shown in Fig. 2(a). All the base glass 

samples display weak diffuse diffraction patterns with 

amorphous halos except 10S90V composition. The sample 

10S90V is partially crystallized because some peaks are 

observed at about 15o, 20o, 28o, 32o due to the formation of 

several phases of silicovanadate compounds. However, few 

weak diffuse halos are observed in the 20S80V, 30S70V, 

40S60V, and 50S50V base glasses that imply the homogeneous 

nature of prepared glasses. Moreover, the XRD patterns of heat-

treated glass samples are cumulated and shown in Fig. 2(b).  

X-ray diffraction study of heat-treated glass samples shows the 

formation of possible primary crystalline phases of SiV2O7, 

Si2V2O6, and Si2V2O9 indicating the multiple combinations of 

elements [45]. The exact peak positions corresponding to 

phases of heat-treated glasses were not determined for the 

limited feature of the XRD machine. From X-ray diffraction 

patterns it is seen, the crystalline peak increases with increasing 

V2O5 contents in the case of heat-treated glass samples. 

Therefore, phase formation in our synthesized base glasses 

depends both on heat treatment and composition ratios of raw 

materials used.  

 

(a) 

 

(b) 

Fig. 3 DTA curves of (a) 10S90V base glass specimen and (b) 

40S60V heat-treated sample. 

3.3 DTA Analysis of Silicovanadate Glasses 

Fig. 3 reveals the Differential Thermal Analysis (DTA) 

curves of 10S90V base and 40S60V heat-treated glass. The DTA 

traces for two glass samples are recorded in the temperature 

range of 30 to 900 oC, but the curves are presented from 200 to 

900 oC. For 10S90V base glass, the glass transition temperature, 

Tg(288 0C), crystallization temperature, Tx(658 0C), and liquidus 

temperature Tls(874 0C) are recorded. The endothermic 
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characteristics of the specimen are used to determine the Tg and 

Tls while exothermic characteristics give Tx. For this composition 

10S90V, the curve represents a broad exothermic peak at 658 °C 

indicates Tx, and the endothermic peak at 874 oC is a measure of 

the liquidus temperature (Tls). Whereas, the base glass 40S60V 

was heat-treated at 500 °C to collect DTA data as well. In this 

heat-treated glass sample, the glass transition temperature is 

raised to 356 oC (for endothermic reaction) with three exothermic 

peaks that can be visually resolved in one large and two small 

peaks due to the crystallization. In the sample the first peak at 

539 C, the second peak at 662 C and the third peak at 798 C 

originate due to the crystallization of various phases. 

Moreover, several exothermic peaks were observed owing to 

the formation of various possible silicovanadate compounds 

such SiV2O7, Si2V2O6, and Si2V2O9 at 539 °C, 662 °C, and 798 

°C respectively, as expected from X-ray diffraction data. 

However, the liquidus temperature (Tsl) could not be 

determined because of the poor endothermic response of the 

specimen. All DTA traces exhibit typical glass transitions with 

the inflection point between 250 to 380 °C.   

 

Fig. 4 Variation of pH of glass powder solution with time 

3.4 pH Analysis of Silicovanadate Glasses 

The pH measurement of glass samples is related to chemical 

durability which is defined as the stability of specimens under 

chemical attack. Lack of chemical durability that changes pH is 

mainly occurred owing to the dissolution of constituent elements 

in the chemical environment. It is known that higher chemical 

durability lowers the leaching rate of elements. A high leaching 

rate (lower chemical durability) is observed for high content of 

vanadate in contrast to more silica content glasses. The pH of the 

glass powder solution of 10S90V and 50S50Vcompositions in 

distilled H2O are measured for 30 minutes, shown in Fig. 4. The 

recorded pH of the distilled water before the experimentation 

was 7.02. Initially, the solution of 50S50V glass powder shows 

the value of pH near 6.50 as seen from the curve. It is confirmed 

that the solution of this glass sample is acidic because the value 

of pH is less than 7 as there is no alkali or alkaline elements in 

our synthesized products. After stirring the solution by the 

magnetic stirrer, the value of pH gradually decreases owing to 

the leaching of silica and vanadate compositions in exponential 

form but after approximately 30 minutes the value of pH hardly 

changed. On the other hand, the solution of 10S90V powder 

sample exhibits pH ~6.10 at the beginning which shows a more 

acidic nature than 50S50V glass. This means that the glass 

composition 10S90V exhibits lower chemical durability than that 

of 50S90V composition. Therefore, due to the formation of acid 

in distilled water the pH of the glass solution decreases as the 

hydrogen ion concentration increases. However, initially, the 

abrupt change of pH of the specimen is observed for the surface 

effect of V2O5 but strong bulk consequence becomes prominent 

with time. If we carry out pH measurement for all compositions 

from 10S90V to 50S50V it is expected that chemical inertness 

(less leaching rate) will increase sequentially.     

  

(a) 

 

(b) 

Fig. 5 I~𝑉  Characteristic curve of the 20S80V base glass 

specimen along (a) length (b) width. 

3.5 Vickers Hardness Analysis of Silicovanadate Glasses 

Vicker hardness (Hv) data for 10S90V, 30S70V, and 

40S60V base glass samples are listed in Table 3. The 

microhardness value of glass samples are almost comparable but 

vary slightly with the variation of compositions. The maximum 

hardness (~5.42 GPa) is observed for the glass sample 10S90V 

is slightly higher than two other samples (30S90V and 40S60V). 

However, the microhardness of glass-ceramics is mainly 

governed by the various cation–oxygen bond-strengths, and the 

glass network connectivity, and the cross-linking degree of its 

various segments [20]-[21],[57],[58]. The V-O-V and V=O 

bonds are weaker compared to Si-O-Si and O-Si-O that 

prevented the sequential intra-network links in the glassy 
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structure [46]-[48]. But the bonds of V and its local structure 

usually join distinct network segments, which might solidify and 

stiff the structure for the enhancement of HV [59].  

Table 3 Vickers hardness for 10S90V, 30S70V, and 40S60V 

base glass samples. 

Samples 
Diagonal distance (m) 

HV (GPa) 
d1 d2 

10S90V 59.25(3) 56.63(6) 5.42(4) 

30S70V 59.63(6) 59.69(7) 5.11(1) 

40S60V 62.82(8) 57.69(7) 5.00 

3.6 Electrical Conductivity () of Silicovanadate Glasses 

Current (Amp) versus voltage (V) characteristic curves for 

20S80V specimen along the length and the width of the specimen 

are presented in Fig. 5(a) and 5(b) respectively. The I~V 

characteristic curves related to electrical conductivity () 

increased gradually but not linearly with applied voltage. The 

deviated patterns of glass specimen from straight-line follow the 

relation, I = KVn where n is greater than one, which is a behavior 

of semiconductor. Moreover, the observed value of  in this glass 

material is in the range of semi-conductivity. Moreover, Fig. 6 

reveals the measured conductivity in Siemens per meter (S m-1) 

reaches its highest value at about 440 oC. At this temperature all 

the impurity atoms are ionized and the number of electrons 

becomes maximum to get the utmost conductivity. On the other 

hand, the conductivity shows a sharp decreasing trend from 442 

to 582 oC due to the decrease in drift mobility of electrons with 

the rise of temperature in this range.  

 

Fig. 6 Variation of conductivity with a temperature of 20S80V 

base glass. 

 

Fig. 7 Variation of resistivity with temperatures. 

The measured resistivity of the specimen 20S80V decreases 

with increasing temperatures up to 427 oC is a behavior of 

semiconductor but metallic behavior is observed above this 

temperature (Fig. 7). This scenario is due to the increasing 

concentration of conduction electrons at elevated temperatures.   

4 Conclusion 

In this study, we have synthesized several silicovanadate 

glass samples with the variation of compositions by familiar melt 

quenching method. It was observed that the melting temperature 

of the glass samples depended on the amount of V2O5 present. 

The infrared spectra of xSiO2(100-x)V2O5 glass system was 

interpreted in term of various chemical bonds. The FTIR 

chemical band positions in the glasses have a general tendency 

to shift towards the high-frequency region with the increase of 

V2O5 concentration. The FTIR spectra indicate that the glass 

samples contain various local structural units such as Si-O-Si, V-

O-V, V-O, O-Si-O, Si–O–V, and V=O. The effect of V2O5 is 

obvious for certain bonding mechanisms where V5+ might play a 

significant role. The formation of O-H bonds expresses the 

hygroscopic nature of the glass which provides additional 

information about the structural units. The X-ray diffraction 

patterns of the 50S50V, 40S60V, 30S70V, 20S80V, and 10S90V 

base samples show an almost amorphous nature with several 

haloes. After heat treatment, the glasses have been crystallized 

with the formation of different silicovandate compounds. The 

characterization of samples by the DTA technique measured the 

Tg, Tx, and Tls temperatures for glass specimens and possible 

randomly distributed grain of different crystalline phases. The 

solubility measurements of glass materials manifest the acidic 

nature and the pH of the sample solution decreases with the 

increase of V2O5 in the glass composition. The measured 

hardness of glass samples exhibits high HV- values due to the 

presence of significant V-bonds in the glass structure. The higher 

and nonlinear conductivity patterns (I-V curve) of 20S80V glass 

can be considered for the semi-conductivity of the specimen 

which has also been supported by temperature-dependent 

electrical resistivity measurement data.  
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Appendix A 

 

Fig. A1 (a), (b), (c), (d), (e), (f), (g), (h), (i) and (j) show the deconvoluted spectra of xSiO2(100-x)V2O5  system base and heat treated 

glasses with x = 10, 20, 30, 40 and 50 mol % respectively. 

 

(a)      (b) 

Fig. A2 (a) and (b) Relative areas of the chemical bonds as a function of V2O5 Concentration in mol% of xSiO2 (100-x)V2O5 base and 

heat treated glasses respectively. 
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ABSTRACT   

The fluids inside passive micromixers are laminar in nature and mixing depends primarily on diffusion. Hence mixing efficiency 

is generally low, and requires a long channel length and longtime compare to active mixers. Various designs of complex channel 

structures with/without obstacles and three-dimensional geometries have been investigated in the past to obtain an efficient mixing in 

passive mixers. This work presents a design of a modified T mixer. To enhance the mixing performance, circular and hexagonal 

obstacles are introduced inside the modified T mixer. Numerical investigation on mixing and flow characteristics in microchannels is 

carried out using the computational fluid dynamics (CFD) software ANSYS 15. Mixing in the channels has been analyzed by using 

Navier–Stokes equations with water-water for a wide range of the Reynolds numbers from 1 to 500. The results show that the modified 

T mixer with circular obstacles has far better mixing performance than the modified T mixer without obstacles. The reason is that fluids' 

path length becomes longer due to the presence of obstacles which gives fluids more time to diffuse. For all cases, the modified T mixer 

with circular obstacle yields the best mixing efficiency (more than 60%) at all examined Reynolds numbers. It is also clear that 

efficiency increase with axial length. Efficiency can be simply improved by adding extra mixing units to provide adequate mixing. The 

value of the pressure drop is the lowest for the modified T mixer because there is no obstacle inside the channel. Modified T mixer and 

modified T mixer with circular obstacle have the lowest and highest mixing cost, respectively. Therefore, the current design of modified 

T with circular obstacles can act as an effective and simple passive mixing device for various micromixing applications. 

Keywords: Micro device, CFD, SAR, Mixing efficiency, Mixing cost. 
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1 Introduction   

Mixing different ingredients is a common scenario of 

everyday life but achieve good or homogeneous mixing is not 

always easy. Micro-devices and micro-mixers serve the purpose 

to achieve excellent mixing in micro-scale [1]. The application 

of micro-devices is increasing every day in various chemical 

processes and synthesis [2], particle synthesis, [3] biomedical 

and biochemical analysis [4], dynamic cell separation [5], Bio 

Micro-Electro-Mechanical Systems (BioMEMS), and micro-

total analysis systems [6]. Micromixers possess a high surface-

to-volume ratio due to their small linear dimensions, a 

characteristic from which derives most of their advantages over 

conventional-size chemical processes equipment [7]. In the 

micro-scale, the flow is mostly laminar at a low Reynolds 

number and the mixing entirely depends on the molecular 

diffusion [8]. Hence long length and a long time are required to 

yield good mixing [9]. Microdevices offer many advantages over 

traditional equipment such as process safety, low cost to 

manufacture, better process control, simpler process 

optimization, rapid design implementation, and easier scale-up 

through numbering up [7], [10]-[12]. Another major advantage 

of micromixers is the consumption of significantly less amount 

of sample and reagent than other known experimental platforms 

due to its small dimension [13]-[14]. 

Micromixers are generally divided into two categories, 

active and passive [15]-[16]. Passive mixers have no active 

components but use the long channel length and specific 

geometric configuration to increase the interfacial area between 

fluids for higher mixing [12]. On contrary, active mixers use 

active elements to achieve mixing such as acoustic/ultrasonic, 

dielectrophoretic, electrokinetic time-pulse, pressure 

perturbation, electro-hydrodynamic, magnetic or thermal 

techniques to enhance the mixing performance [17]. Though 

active mixer is more compact and offers higher efficiency [18], 

passive mixers are economical, convenient, and can easily be 

incorporated into LOC systems, and protect sensitive bio- 

regents [19]. 

The earliest and the simplest passive mixers are T shape and 

Y shape micromixers. The detailed evaluation and working 

principle of passive mixer including T-shaped micromixers have 

been investigated extensively in recent years [19]-[24]. Many 

authors investigate the flow regime, the influence of secondary 

flow, vortex flow, and mixing performance of T mixers 

numerically or/and experimentally [2], [11], [25]-[27]. Simple T 

mixer has low efficiency due to its laminar flow and absence of 

chaotic advection at low Reynolds number. As a result, good 

mixing requires long channel length and longtime [28]. To 

negate this disadvantage, obstacles or grooves are introduced 

inside the mixers to introduce chaotic advection. Many T mixers 

have been investigated [12], [29]-[33] which provide an 

improved mixing quality but incurred a considerably large 

pressure drop due to the presence of obstacles. Therefore, it is 

still a challenge to design and optimize T-shaped micromixers 

with obstacles to achieve higher mixing efficiency with lower 

mixing costs. 

In this present work, a simple T mixer and a modified T 

mixer are presented. The purpose of the work is to improve the 

efficiency of the modified T mixer by introducing 3D obstacles. 

Circular-shaped and hexagonal-shaped obstacles are introduced 

inside the modified T mixers to enhance the mixing performance. 

https://doi.org/10.38032/jea.2021.02.004
http://creativecommons.org/licenses/by-nc/4.0/
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Numerical simulation is performed using ANSYS Fluent 15 over 

a wide range of Reynolds numbers from 1 to 500. The numerical 

data for a simple T mixer is compared with published work to 

validate the numerical work. Finally, the overall comparative 

analysis is performed to propose the best-performing mixer. 

2 Design of Device 

A simple T shape mixer generally has two inlets and one 

outlet. The geometry of a simple T mixer investigated by Gianni 

Orsi et al. [34] is presented in Fig. 1. The inlet channels present 

a square cross-section, i.e., 𝑊𝑖 = 𝐻 = 0.1 𝑚𝑚, whereas the 

outflow channel has an aspect ratio 2:1, i.e., 𝑊𝑜 = 2𝐻 =

0.2 𝑚𝑚. A modified T shape mixer was designed with same 

inlets and outlet configuration (Fig. 1). The mixing length is kept 

constant for both mixers, 𝐿 = 80𝐻 = 8 𝑚𝑚. 

To improve the mixing performance, two different types of 

3D obstacles namely, circular and hexagonal shapes are placed 

inside the modified T mixer. The proposed modified T mixer 

consists of 8 identical elements, each element is 1 𝑚𝑚 long; the 

minimum and maximum width is 0.1 𝑚𝑚 and 0.2 𝑚𝑚, 

respectively. Fig. 2 shows the dimension and location of different 

obstacles inside of an element, as an example of the proposed 

modified T mixer.  

 

 

(a)        (b) 

Fig. 1 (a) Simple T mixer and (b) modified T mixer with dimension 

 

Fig. 2 A single element of modified T, modified T with circular obstacle and modified T with hexagonal mixer

 



M. R. Mahmud /JEA Vol. 02(02) 2021, pp 87-94 

89 

 

3 Simulation Setup and Numerical Methodology 

A commercial software ANSYS Fluent 15 is used for 

numerical simulation purpose. The fluids are considered as 

Newtonian, steady, incompressible, and the flow field solves 

using continuity, Navier-Stokes, and advection-diffusion 

equations as given below [12], [35]-[36]: 

 

𝛻 ∙ 𝑉 = 0   (1) 

𝜌𝑉 𝛻 ∙ 𝑉 = −𝛻𝑃 + 𝜇 𝛻2𝑉 (2) 

𝐽𝑉 ∙ 𝛻𝐶 = 𝐷𝛻2𝐶 (3) 

Where 𝑉, ρ, 𝑃, 𝜇, 𝐶, and 𝐷 are the fluid velocity, fluid 

density, fluid pressure, fluid viscosity, fluid molar concentration, 

and diffusivity, respectively. 

Numerical simulation is performed considering no-slip 

velocity condition at all walls, uniform concentration, and two 

inlets are set to velocity inlet and one outlet is set to pressure 

outlet with zero (0) gauge pressure [37]. The two inlet fluids are 

considered to have the same properties as water at 20°C with 

density 𝜌 = 998.2 𝐾𝑔/𝑚3, dynamics viscosity 𝜇 = 0.001 𝑃𝑎𝑠 

and diffusivity 𝐷 = 1 × 10−9 𝑚2/𝑠 [1], [4]. The fluid 

concentration at the two inlets is set to 1 and 0, respectively. The 

SIMPLEC algorithm is used to couple the velocity and pressure 

fields [10]. Numerical simulation always affects by artificial 

diffusive flux and it is impossible to rid of the numerical error 

completely. But these errors can be reduced by applying a 

higher-order solving scheme and decreasing mesh size. Hence, 

second-order upwind scheme have been used for solving the 

governing equations [38]. The convergence criterion was set 1 ×
10−6 for all parameters. 

The Reynolds numbers (𝑅𝑒) are calculated using the 

following equation using hydraulic diameter (𝑑) [34]. 

 

𝑅𝑒 =
𝜌𝑉𝑑

𝜇
 (4) 

𝑑 =
2𝑊𝐻

𝑊 + 𝐻
 

(5) 

 

Where W and H are the mixing channel width and height, 

respectively. The mixing index is calculated by using the 

following equations [39]-[40].  

𝜎 = √
1

𝑁
∑(𝐶𝑖 − 𝐶𝑎𝑣)2

𝑁

𝑖−1

 (6) 

𝜂 = 1 − √
𝜎2

𝜎2
𝑚𝑎𝑥

 

(7) 

Where, 𝐶𝑖, 𝐶𝑎𝑣 , 𝜎 and 𝜎𝑚𝑎𝑥  are the concentration at the ith 

node, average concentration, standard deviation, and maximum 

standard deviation which is 0.5, respectively. The mixing 

efficiency is denoted by 𝜂 which ranged from 0 to 1. Complete 

mixing is equivalent to 1 and non-mixing is equivalent to 0.  

To have a comprehensive comparative performance of the 

mixers, mixing cost (𝑀𝐶) which is the ratio of efficiency to 

pressure-drop is computed by following equation [19], [41]: 

 

𝑀𝐶 =
𝜂

∆𝑃
 (8) 

 

where 𝑀𝐶, ∆𝑃 and 𝜂 denote the mixing cost in 1/𝑃𝑎, the 

pressure drop in 𝑃𝑎, and the mixing efficiency, respectively. 

3.1 Meshing 

Uniform hexahedral mesh was created by applying the 

sweep method in the Fluent platform. Fig. 3 shows the grid 

system of the modified T mixer and modified T mixer with 

circular obstacles, as an example. 

The grid independence study was performed for various 

nodes for all mixers. Fig. 4 shows the grid dependency test of 

modified T mixer with circular obstacle for six different number 

of nodes from 3.45 × 105 to 9.31 × 105. The mixing index was 

calculated at the outlet at 𝑅𝑒 = 50. It is clear that mixing index 

decreases considerably with the increase of members of nodes, 

as expected. However, the variation is very small, about 0.98 % 

in mixing index between 7.11 × 105 to 9.31 × 105 nodes. 

Hence 7.11 × 105 nodes are used for further analysis of 

modified T mixer which will cost-effectively provide acceptable 

numerical data. Similarly, analyses were performed, and 4.9 ×
105, 5.21 × 105, 6.61 × 105 grid cells were chosen for simple 

T mixer, modified T mixer, and modified T mixer with 

hexagonal obstacles, respectively.  

 

(a)        (b) 

Fig. 3 Uniform hexagonal grid systems inside the (a) modified T and (b) modified T with circular obstacles mixers
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Fig. 4 Dependency of mixing efficiency at the outlet of 

modified T mixer with circular obstacles at 𝑅𝑒 = 50 

 

Fig. 5 Comparison of mixing efficiency at a distance of 0.5 mm 

(𝐿 = 0.5 𝑚𝑚) of a simple T mixer 

4 Results and Discussion 

Since this work involves numerical simulation, qualitative 

validation of the CFD model was performed by comparing 

published data. For this purpose, a simple T mixer is constructed 

keeping the geometrical configuration exactly the same as the 

published work by Gianni Orsi et al. [36]. The mixing efficiency 

of a simple T mixer is compared with the published data [36] for 

water-water mixing and is demonstrated in Fig. 5. The data 

shows a similar trend and the similarity between them is in an 

acceptable range because it is quite difficult to replicate exact 

simulation results due to lack of detailed information. Hence it 

can be safely assumed that the simulation model is acceptable for 

the purpose of this work. 

Now the comparison between a simple T mixer and the 

modified T mixer is present in Fig. 6. The mixing efficiency is 

calculated at the outlet for both mixers (𝐿 = 8 𝑚𝑚). The 

efficiency is relatively low for both mixers, less than 30%, but 

the modified T mixer shows three times higher efficiency 

compare to the simple T mixer. Hence modified T mixer is 

chosen for further analysis with different shaped obstacles. 

 

Fig. 6 Mixing efficiency at the outlet (𝐿 = 8.5 𝑚𝑚) of a simple 

T and the modified T mixer 

 

Fig. 7 Mixing efficiency at the outlet of modified T mixers 

 To improve the mixing performance, circular-shaped and 

hexagonal-shaped obstacles are places inside the modified T 

mixer. Fig. 7 presents the progress of mixing at different 

Reynolds numbers inside the modified T mixer with circular 

obstacles and modified T mixer with hexagonal obstacles. The 

efficiency is computed at the outlet of all mixers on the XY plane 

for 1 ≤ 𝑅𝑒 ≤ 500. All mixers have good mixing efficiency, 

(more than 70%) at low Reynolds numbers (𝑅𝑒 ≤ 1). It is also 

found that mixing efficiency of three mixers subsequently 

decreases with the increase of Reynolds numbers. T mixer with 

circular obstacle shows the highest efficiency (𝜂 > 60%) 

throughout the Reynolds numbers range compare to the other 

two mixers. At low Reynolds numbers (𝑅𝑒 ≤ 1) fluids have 

more time to mix inside the mixer channel, hence all mixers show 

good efficiency. At high Reynolds numbers (𝑅𝑒 ≥ 10), mixing 

time decrease and as a consequence efficiency decreases as well. 

The fluids concentration inside the three mixers at 𝑅𝑒 = 1 and 

𝑅𝑒 = 100 are presented in the Fig. 8. It is clear that fluids 

homogeneity decreases at higher Reynolds numbers (𝑅𝑒 =
100) which indicate efficiency will be higher at low Reynolds 

number (𝑅𝑒 = 1) for all three mixers, as confirmed in Fig. 7. 
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The distributions of the mass fraction of liquid 1 (water) 

along the horizontal mid-line, i.e. x = 8 mm, y = 0, z = 0.05 mm 

at the outlet of the four micromixers as shown in Fig. 9. A 

constant value of the mass fraction equal to 0.5 represents ideal 

mixing. The distributions of the mass fraction of liquid 1 for the 

modified T mixer with hexagonal and circular obstacles are close 

to the ideal distribution, at the minimum and maximum Reynolds 

number compare to the modified T mixer.  

The lowest mass fraction values correspond to the modified 

T mixer with circular obstacle exhibiting the highest mixing 

efficiency among the investigated micromixers corresponds to 

Fig. 7. The change in mass fraction of liquid 1 becomes steeper 

as the Reynolds number increases for all mixers. This implies a 

lower mixing performance at higher Reynolds numbers. 

The fluids streamlines presented in Fig. 10 show flow 

patterns of the three micromixers at 𝑅𝑒 = 100. In case of 

modified T mixers, the streamlines were parallel and smooth, but 

streamlines become rough inside the rest two mixers. The two 

modified T micromixers with obstructions show the split-and-

recombination streamlines, which increase the path length of the 

fluids and responsible for good mixing compared to the modified 

T mixer.  

 

Fig. 8 Concentration of mass fraction of liquids along the channel length of modified T mixer 

 

Fig. 9 Distributaries of mass fraction of liquid 1 along the horizontal mid-line (z = 0.05 mm) at the outlet of modified T mixers at (a) 

𝑅𝑒 = 1 and (b) 𝑅𝑒 = 10 

(a) (b) 
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Fig. 10 Fluids streamline inside the modified T mixers at 𝑅𝑒 = 100 

     

Fig. 11 Mixing efficiency along the length of modified T mixers at (a) 𝑅𝑒 = 1 and (b) 𝑅𝑒 = 10

Mixing efficiency is calculated at several cross-sections 

along the three micromixer channels at different Reynolds 

numbers. The efficiency along the axial length at 𝑅𝑒 = 1 and 

𝑅𝑒 = 100 is presented in Fig. 11. The highest mixing indices 

correspond to the T mixer with circular obstacles. Modified T 

mixer shows the lowest efficiency among the three mixers 

because of the absence of obstacles. Efficiency increases with the 

increase of channel length due to a longer mixing time for 

diffusion.  

Efficiency also decreases at a higher Reynolds number, 

which corresponds to Fig. 7. The two new micromixer designs, 

modified T and modified T with hexagonal obstacles have 

mixing indices of 60% and 77% respectively, at the outlet for 

𝑅𝑒 = 1. Whereas, the efficiency is 82% in the case of the 

modified T mixer with circular obstacles. At 𝑅𝑒 = 10, efficiency 

decrease to 28%, 53%, and 63% at the outlet of modified T, 

modified T with hexagonal obstacles, and modified T with 

circular obstacles, respectively. 

The pressure-drop variation as a function of Reynolds 

numbers for micromixers is shown in Fig. 12. The energy 

required to drive the fluid from the inlet to the outlet depends on 

the pressure drop which in turn increases with an increase in 

Reynolds numbers and vice versa. The lowest pressure drop is 

observed for the modified T mixer due to the absence of 

obstacles. Whereas, modified T mixer with circular obstacles 

shows the highest pressure drop. To have better overall mixing 

performance, a parameter named, mixing cost is computed. The 

best design of a micromixer can be determined by computing the 

(a) (b) 
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mixing cost for three micromixers. The computed mixing cost 

for three mixers at 𝑅𝑒 = 1 and 𝑅𝑒 = 100 is present in Fig. 13. 

The mixing cost of the modified T mixer with circular obstacles 

is the lowest one compare to the studied three mixers. Modified 

T mixer with circular obstacles, has the highest efficiency and 

lowest mixing cost, indicates the best performing mixers among 

three micromixers. 

 

Fig. 12: Pressure-drop at the outlet of modified T mixers 

 

 

Fig. 13: Mixing cost of modified T mixers at (a) Re=1 and (b) 

Re=100 

5 Conclusion 

T mixer is one of the earliest and simplest passive 

micromixer designs. It is easy to construct and apply in various 

applications but it has the limitation of poor mixing except at 

very low Reynolds numbers (𝑅𝑒 < 1). Many T mixers 

incorporate 2D and 3D dimensional baffles or obstacles to 

overcome these limitations. However, pressure drop always 

increases due to the presence of obstacles. In the present study, a 

simple T and a modified T mixer are designed and analyzed for 

a wide range of Reynolds numbers by ANSYS Fluent 15. The 

numerical data yield from the simple T mixer is compared with 

published results to justify the present numerical work. A small 

improvement in mixing performance over the Reynolds numbers 

ranging from 1 to 500 is obtained by the modified T mixer over 

a simple T mixer. Two kinds of obstacles, namely circular and 

hexagonal are introduced in the modified T mixers to observe the 

further increase in mixing performance. The modified T mixer 

with circular obstacles and modified T mixer with hexagonal 

obstacles have shown considerable improvement in mixing, but 

both designs have no notable effect to improve the secondary 

flow. However, the path lengths of fluids increase inside the 

modified T mixers with obstacles which in turn give fluids more 

time to mix, and as a consequence efficiency increases at 

Reynolds numbers at the mid and high range of Reynolds 

numbers (10 ≤ 𝑅𝑒 ≤ 500). Modified T mixer with circular 

obstacles shows 60% more efficiency compare to a simple T 

mixer irrespective of Reynolds numbers. Mixing cost is also 

computed, which allows for a comparison of the performance of 

all presented micromixers. Though the modified T mixer with 

circular obstacles provides the highest pressure drop, it also has 

the highest efficiency and lowest mixing cost at all examined 

Reynolds numbers (1 ≤ 𝑅𝑒 ≤ 500). 
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ABSTRACT   

In this work, epoxy resin matrix based polymer nanocomposites were fabricated incorporating sol-gel synthesized hematite (α-

Fe2O3) nanoparticles. The effect of nanoparticles on chemical, mechanical, electrical, optical and thermal properties in polymer matrix 

was evaluated. Different functional groups were present in α-Fe2O3 nanoparticles, neat epoxy and α-Fe2O3/epoxy nanocomposites that 

obtained from Fourier-Transform Infrared spectroscopy (FTIR). Vibrating Sample Magnetometer (VSM) analysis revealed that the α-

Fe2O3 nanoparticles have superparamagnetic character. By incorporation of nanoparticles into the epoxy matrix decreased the tensile 

strength and elongation at break, and increased Young’s modulus. In addition, the addition of nanoparticles into the epoxy matrix 

gradually reduced and increased of the flexural strength and hardness, respectively. The improvement in light absorbance of α-

Fe2O3/epoxy nanocomposites was increased with increasing the α-Fe2O3 content. Conversely, the optical band gap was decreased with 

increasing nanoparticle addition. 

Keywords: α-Fe2O3 Nanoparticles, Nanocomposites, Mechanical Properties, Epoxy Resin, Thermogravimetric Analysis (TGA). 
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1 Introduction   

Organic-inorganic nanohybrid materials have been widely 

studied because of their unique properties resulting from the 

combination of both organic polymer and inorganic 

nanoparticles [1]-[8]. Also, there has been strong emphasis on 

the advancement of polymer nanohybrids, in which at least one 

of the dimensions of the filler has nanometer scale. Researchers 

have long known that decreasing filler dimension increases the 

specific surface area of the filler, which in turn may effectively 

improve the transfer of the load between the polymer matrix and 

fillers. These nanohybrid materials may exhibit significant 

enhancements in thermal, mechanical, and electrical properties 

that are difficult to achieve using conventional fillers with micro 

scale dimensions, such as carbon, glass, or aramid fibres. In order 

to reduce the gap between the performances of today’s 

engineering polymers and the ever-increasing demand of 

engineering applications, new nanohybrids are needed with 

optimum nanofillers dispersion, improved load transfer-ability 

from polymer to filler particles, and enhanced thermal properties. 

Generally, the reinforcement of nano-particles into the polymer 

matrix enhances the mechanical, dimensional, and thermal 

stability of the host polymer matrix. 

Hematite (α-Fe2O3) nanoparticle is an inorganic nanofiller, 

exhibits some excellent properties like- low cost, 

environmentally friendly, low toxicity, corrosion and chemically 

resistance, biocompatibility, and good substrate adherence [7],[8]. 

Because of these excellent properties, α-Fe2O3 nanoparticles are 

used in water treatment [9], contrast reagents/drug delivery [10], 

sensor technology [11],[12], optical coatings, magnetic storage 

[13], field-effect transistors [14], catalysts [15], pigments [16], 

etc. α-Fe2O3 nanoparticles can be synthesized by several 

methods, for instance, chemical vapour deposition, hydrothermal 

synthesis [17], sonochemical technique, chemical precipitation 

[18], sol-gel technique [19], microemulsion technique [20], 

hydrolysis [21], ball milling [22], laser ablation, sputtering, and 

spray pyrolysis [23]. In the past decades until now, there have 

been numerous investigations of different magnetic 

nanoparticle-based polymer nanocomposites [24]-[30]. A few 

examples are mentioned here. In 2008, Dusko Dudic et al. 

studied the electrical properties of a composite comprising epoxy 

resin and α-Fe2O3 nanorods [24]. In 2017, Prasanna B P et al. 

synthesized polyaniline/α-Fe2O3 nanocomposite electrode material 

for super-capacitor applications [25]. In 2016, Ali Mirzaei et al. 

synthesized and characterized mesoporous α-Fe2O3 

nanoparticles to investigate the electrical properties of fabricated 

thick films [26].  

On the other hand, epoxy resin is a thermosetting polymer 

with some excellent properties e.g. light weight, chemically 

resistance, oil and fuel resistance, electrical insulator, etc. 

Because of these features epoxy can be used in LEDs, printed 

circuit boards, inductors, marine applications, coatings, 

structural adhesives, electrical insulators, and other electrical, 

electronics, and industrial applications [27]. In 2011, Richard 

Voo et al. studied different properties of epoxy nanocomposite 

films [28]. In 2016, A. Kanapitsas et al. studied the dielectric, 

magnetic, and hydration behaviour of barium ferrite/epoxy 

nanocomposites [29]. In 2016, Masoomeh Gazderazi et al. 

studied the mechanical and thermal properties of hybridizing 

MWCNT with nano metal oxides and TiO2 in epoxy composite 

[30]. The incorporation of nanofillers into the polymer matrix not 

https://doi.org/10.38032/jea.2021.02.005
http://creativecommons.org/licenses/by-nc/4.0/
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only improves the mechanical properties, besides it also helps to 

extend the application of fabricated nanocomposite [31],[34].  

According to previous reports, most work in this field has 

been done to fabricate α-Fe2O3 nanocomposites or Epoxy 

composites individually. Also, less importance was given to 

evaluate the mechanical, thermal, and optical properties of α-

Fe2O3/epoxy nanocomposites. Therefore, the main objective of 

this work is to synthesized α-Fe2O3 nanoparticles which are 

further dispersed into the epoxy matrix to improve the 

mechanical and thermal properties as well as optical and 

electrical properties of α-Fe2O3/epoxy nanocomposites.  

In the present study, nanocomposites containing epoxy and 

α-Fe2O3 nanoparticles with various compositions were fabricated 

by solution casting method on flat glass mold. The samples were 

characterized by various experimental techniques, and the 

influence of α-Fe2O3 nanoparticles on the mechanical, thermal, 

optical, and electrical properties of α-Fe2O3/epoxy nanocomposites 

was investigated.   

2 Experimental Details 

2.1 Materials 

All the chemical reagents were of analytical grade and used 

without further purification. Anhydrous ferric nitrate (Fe(NO3)3), 

Anhydrous citric acid (C6H8O7) were purchased from Merck 

(India) with a purity ≥98 %, whereas epoxy resin and diethylene 

triamine (DETA) hardener were purchased from Sigma-Aldrich 

(India). 

2.2 Synthesis of α-Fe2O3 Nanoparticles 

Hematite (α-Fe2O3) nanoparticles were chemically 

synthesized by sol-gel process, where 200 mL (0.1M) of 

anhydrous ferric nitrate, Fe(NO3)3 used as a precursor solution 

which gelated by using 800 mL (0.1M) of anhydrous citric acid, 

C6H8O7 solution as ligand molecules, and singly distilled water 

as the solvent. Ferric nitrate solution drop-wise added to the citric 

acid solution with maintaining vigorous stirring by magnetic 

stirrer. The mixture was heated to 70 °C and continuous stirring 

was maintained until the gel formation. The produced gel was 

then dried by evaporation. After that, the dried gel was annealed 

at 250 0C for 1.5 hours. Finally, the powder was grinding by 

mortar and pestle, typically yielding 0.85gm of α-Fe2O3 

nanoparticles. 

2.3 Fabrication of α-Fe2O3/Epoxy Nanocomposites 

In order to fabricate the nanocomposites, a certain amount 

of α-Fe2O3 nanoparticles was added into epoxy resin and mixed 

carefully for 15 minutes to get a uniform dispersion of the 

nanoparticles within the resin. After that, the curing agent 

diethylene triamine (DETA) was added with continuous stirring 

(epoxy-curing agent ratio was 10:1 by weight). Finally, the above 

mixture was cast into a flat glass mold and out-gassed overnight. 

The produced composite sheets had an approximate thickness of 

2 mm. Due to their high aspect ratio and large surface area, the 

contents of the α-Fe2O3 nanoparticles in the composite were 

chosen to be 0.5, 1.0, 2.5, and 5.0 wt% respectively.  

2.4 Characterization Techniques 

2.4.1  X-Ray Diffraction (XRD)  

The XRD patterns of α-Fe2O3 nanoparticles were obtained 

using a BRUKAR ADVANCE D8 Diffractometer. The 

diffraction patterns were measured at room temperature using Cu 

Kα radiation (λ = 1.5406 Å) where Bragg’s angles varying from 

10º to 70º.  

2.4.2 Scanning Electron Microscopy (SEM)  

The morphologies and microstructures of α-Fe2O3 

nanoparticles were observed using JEOLUSER 7610F Scanning 

Electron Microscope, which operated at 5 kV.  

2.4.3 Fourier-Transform Infrared Spectroscopy (FTIR)  

The presence of different functional groups in α-Fe2O3 

nanoparticles, neat epoxy and α-Fe2O3/epoxy nanocomposites 

were observed using PERKIN-ELMER FRONTIER FTIR/MIR 

Spectrometer. The FTIR spectra were recorded in the 450-4000 

cm-1 region. 

2.4.4 Vibrating Sample Magnetometer (VSM)  

The magnetization-magnetic field hysteresis loops of α-

Fe2O3 nanoparticles were measured by using MICROSENSE 

EV9 Vibrating Sample Magnetometer at room temperature. 

2.4.5 Tension and Flexural testing 

The tensile tests of neat epoxy and α-Fe2O3/epoxy 

nanocomposites were conducted according to ASTM D882 

(2012) using a Universal Testing Machine (Hounsfield UTM 

10KN, UK). The clamping length for each specimen on each jaw 

was 15 mm, and no extensometer was used for the tensile tests. 

The tests were performed at a crosshead speed of 5 mm/min. 

Each value reported is the average of five sample tests. The 

flexural strength of neat epoxy and α-Fe2O3/epoxy 

nanocomposites were measured using HOUNSFIELD H10KN 

UTM according to the standard method used for flexural 

properties (ASTM D790-98 2003). The speed for the flexural test 

was set at 5 mm/min. In addition, each value reported is the 

average of five sample tests.   

2.4.6 Hardness Testing  

The hardness of neat epoxy and α-Fe2O3/epoxy 

nanocomposites were measured using SHIMADZU HMV-2 

VICKER’S Micro-Hardness Tester. The specimen was placed 

on a hard, horizontal glass surface. The diamond indenter was 

held vertically and the scale was measured with 10 seconds, after 

the pressure was in firm contact with the specimen. Each sample 

was investigated five times at a certain load with 10 s indentation 

time. 

2.4.7 Thermogravimetric Analysis (TGA) 

The TGA curves of α-Fe2O3 nanoparticles, neat epoxy andα-

Fe2O3/epoxy nanocomposites were determined using EXSTAR 

6000, TG/DTA 6300 Thermal Analyzer. The rate of heating was 

20 ºC/min and the mass of the specimen was 2-3 mg. The 

measurements were carried out in nitrogen atmosphere. 

2.4.8 UV-Vis Spectroscopy 

The optical absorption of neat epoxy and α-Fe2O3/epoxy 

nanocomposites were recorded at room temperature using 

SHIMADZU UV-1601 Spectrophotometer in the range of 190-

1100 nm. 

2.4.9  DC Resistivity 

The DC resistivity of neat epoxy and α-Fe2O3/epoxy 

nanocomposites were determined using KEITHLEY 6517B 

Electrometer at room temperature where the applied voltages 

were 10, 20, 30, 40, 50 volts, respectively for every sample. 
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Fig. 1 XRD patterns of α-Fe2O3 nanoparticles 

 

Fig. 2 SEM images of (a) α-Fe2O3 nanoparticles and (b) α-

Fe2O3/Epoxy nanocomposite. 

3 Results and Discussion 

3.1 XRD Analysis 

The XRD patterns of α-Fe2O3 nanoparticles produced by the 

sol-gel process were illustrated in Fig. 1. The XRD peaks were 

recorded with the 2θ value varying from 10° to 70° with Cu Kα 

radiation (λ=1.5406Å). The XRD patterns of α-Fe2O3 were 

indexed as pure hexagonal structures. The peaks were appeared 

at 2θ values of 24.118°, 33.2432°, 35.6757°, 40.89°, 43.41°, 

49.47°, 54.069°, 57.46°, 62.327°, and 64.0° and represented by 

the (012), (104), (110), (113), (202), (024), (116), (122), (214) 

and (300) crystalline structures correspond to pure α-Fe2O3 

nanoparticles. The diffraction peaks matched with standard 

JCPDS card no. 87-1164 [35], indicating that the α-Fe2O3 

nanoparticles are crystalline structures. The average crystallite 

sizes were calculated by using the Debye-Scherer equation:  

𝐷 =
𝐾𝜆

𝛽𝑐𝑜𝑠𝜃
 

where K is the shape factor (the typical value is 0.94), λ is 

the wavelength of the incident beam, β is the broadening of the 

diffraction line measured in radians at half of its maximum 

intensity (FWHM) and θ is the Bragg’s angle and D is the 

diameter of the crystallite size [36]. The average crystallite sizes 

of α-Fe2O3 from the XRD data were found to be around 32 nm. 

No other peaks were observed in the calcined compound, which 

indicates the formation of a pure hexagonal structure of α-Fe2O3 

nanoparticles. 

3.2 SEM Analysis 

The SEM images of α-Fe2O3 nanoparticles and α-

Fe2O3/epoxy nanocomposites are illustrated in Fig. 2(a) and (b), 

with ×100,000 and ×10,000 magnification, respectively. Fig. 

2(a) shows α-Fe2O3 nanoparticles are well defined and oriented 

spindle-like with small spherical shaped particles. The average 

crystallite size of α-Fe2O3 which was calculated from the SEM 

image was found to be around 29 nm. From Fig. 2(a), it is clear 

that α-Fe2O3 nanoparticles are mainly present as granules with 

small spherical-shaped particles and are well crystalline.  

Due to the very tiny particle size, the number of existing 

atoms/molecules on the surface was increased excessively. 

Therefore, the agglomeration of nanoparticles was seen due to 

the presence of inter-particle forces such as electrostatic forces, 

van der waals forces.  

 

Fig. 3 FTIR spectrum of α-Fe2O3 nanoparticles, neat epoxy and 

2.5% α-Fe2O3/epoxy nanocomposite 

During the synthesis and process of nanoparticles this 

agglomeration commonly occurs [34]. From Fig. 2(b), it is seen 

that the α-Fe2O3 nanoparticles are more or less uniformly 

confined in the epoxy matrix. The inclusion of nano-sized 

particles impart new properties compared to polymer matrix 

(a) 

(b) 

100nm 

1µm ×10,000 

×100,00
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itself. The mechanical properties of composites either positively 

or negatively influences by the size of nanoparticles [35].  

In composite systems, it is found that the mechanical 

properties such as strength, rigidity and yield strength varies with 

the size of incorporated particles [35]. 

3.3 FTIR Analysis 

Fig. 3 shows the FTIR spectra of α-Fe2O3 nanoparticles, neat 

epoxy, and 2.5% α-Fe2O3/epoxy nanocomposite. For α-Fe2O3 

nanoparticles, the band at 3466 cm-1 is assigned to the stretching 

vibration of water, indicating the existence of a little water 

absorbed on the sample. The high-frequency band at 544 cm-1 

refers to Fe-O deformation in the octahedral and tetrahedral sites 

which gives evidence for the formation of α-Fe2O3.  

There is no peak at 2900 cm-1 indicating the C-H stretching 

band, which means all organic compounds are removed from the 

samples after calcination at 250 °C. For neat epoxy, the O-H, C-

H, C=O, C=C, C=N, and C-O stretching vibration peaks are 

located at 3370, 2926, 1748, 1510, 1238, and 1037 cm-1, 

respectively. The C-H bending vibration peak is located at 1366 

cm-1. For 2.5% α-Fe2O3/epoxy nanocomposite, the O-H, C-H, 

C=O, C=C, C-N, and C-O stretching vibration peaks are located 

at 3328, 2933, 1749, 1509, 1234, and 1039 cm-1, respectively. 

The C-H bending vibration peak is located at 1371 cm-1.  

 

Fig. 4 Magnetization-magnetic field hysteresis curve of α-Fe2O3 

nanoparticles. 

3.4 VSM Analysis 

The magnetic properties of α-Fe2O3 nanoparticles were 

measured by a vibrating sample magnetometer. Fig. 4 illustrates 

the magnetic hysteresis curve of α-Fe2O3 nanoparticles recorded 

at room temperature. It exhibits superparamagnetic behavior due 

to nanoscale particle size. The saturation magnetization (Ms), 

coercivity (Hc), and remnant magnetization (Mr) of α-Fe2O3 

nanoparticles were 337.137×10-3 emu, 33.312 Oe, and 28.90×10-

3 emu, respectively. It should be mentioned that the magnetic 

properties of the materials depend on the particle’s size, shape, 

magnetization direction, crystallinity, etc.  

3.5 Tensile Properties Analysis 

Fig. 5 represents the stress-strain curves of neat epoxy, 0.5, 

1.0, 2.5, and 5.0 wt% of α-Fe2O3/epoxy nanocomposites. Epoxy 

is a brittle material because it fails in tension at relatively low 

values of strain. In Fig. 5, the stress-strain curves which remain 

straight initially represent the elastic region, where the stress and 

strain are directly proportional. The elastic modulus of the 

material was measured from the slope of 0.1 to 0.25% tensile 

strain. Fig. 6 demonstrates the measured tensile properties of α-

Fe2O3/epoxy nanocomposites. It can be seen that the presence of 

α-Fe2O3 nanoparticles enhanced the tensile stress-strain behavior 

of the epoxy polymer. Nanocomposites show higher tensile 

modulus. The increase in modulus is expected because the 

modulus of α-Fe2O3 nanoparticles is about 359 GPa.  

 

Fig. 5 Stress-strain curve of α-Fe2O3/epoxy nanocomposites. 

The incorporation of α-Fe2O3 nanoparticles into epoxy 

matrix decreased the tensile strength of the nanocomposites 

because epoxy resin and α-Fe2O3 nanoparticles both are brittle 

materials. Sometimes, agglomeration of nanoparticles inside the 

polymer matrices becomes responsible for decreasing the tensile 

strength. This implies that the interfacial bonding between matrix 

and particle is not strong enough to bear large mechanical stress, 

as because of inhomogeneous dispersion of nanoparticles. The 

presence of highly stiff α-Fe2O3 nanoparticles in the polymer 

matrix is responsible for lowering the elastic modulus and 

elongation of the polymer [37]. 

Table 1 Flexural properties of neat epoxy and α-Fe2O3/epoxy 

nanocomposites 

Materials 
Flexural Strength 

(MPa) 

Strain at Break 

(%) 

Energy 

(Joule) 

Neat epoxy 84.50 1.735 0.0601 

0.5% α-Fe2O3 

/epoxy 
76.50 2.127 0.0633 

1.0% α-Fe2O3 

/epoxy 
64.50 2.279 0.0338 

2.5% α-Fe2O3 

/epoxy 
59.30 1.563 0.0236 

5.0% α-Fe2O3 

/epoxy 
53.00 1.850 0.0293 

3.6 Flexural Properties Analysis 

The three-point flexural test was carried out to determine the 

flexural properties of α-Fe2O3/epoxy nanocomposites, whose 

force-extension curves are shown in Fig. 7. The neat epoxy, 0.5, 

1.0, 2.5, and 5.0 wt% of α-Fe2O3/epoxy nanocomposites exhibit 
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84.5, 76.5, 64.5, 59.3 and 53.0 MPa flexural strength with 1.735, 

2.127, 2.279, 1.563 and 1.850% strain at break, respectively 

which are illustrated in Table 1. From Table 1 we can see that, 

the addition of α-Fe2O3 nanoparticles into the epoxy matrix 

gradually reduced the flexural strength of the nanocomposites, 

the reason is due to the compressive characteristics of epoxy 

resin and α-Fe2O3 nanoparticles. The addition of filler is not 

much effective in flexural characteristics of the matrix but it may 

increase in the case of laminates with filler matrix [38].  

 

Fig. 6 Effect of different nanoparticles addition on (a) 

Mechanical Strength (b) Elongation, and (c) Young’s modulus 

in epoxy polymer matrix. 

 

Fig. 7 Force-extension curves of α-Fe2O3/epoxy 

nanocomposites 

 

Fig. 8 Vickers hardness number of neat epoxy and α-

Fe2O3/epoxy nanocomposites. 

3.7 Hardness Analysis 

Hardness is the ability of a material to resist plastic 

deformation, usually by penetration. However, it may also refer 

to the resistance to bending, scratching, abrasion or cutting. The 

hardness of neat epoxy, 0.5, 1.0, 2.5, and 5.0 wt% of α-

Fe2O3/epoxy nanocomposites was measured by Vickers’s micro-

hardness tester. These tests were performed at three different 

loads 98.07, 245.2, and 490.3 mN, respectively, and the results 

are shown in Fig. 8. The measured values of hardness increased 

considerably for α-Fe2O3/epoxy nanocomposites due to the 

addition of stiff nanoparticles in the polymer matrix. The 

successful interaction between nanoparticles and polymer matrix 

helped to transfer the applied load from matrix to nanoparticles. 

Thus, the applied load became suppressed by the stiff 

nanoparticles and the hardness value increased in the composites 

compared to that of the neat epoxy matrix. In addition 

incorporation of α-Fe2O3 nanoparticles into epoxy resist the 

movement of dislocation within the structure of the epoxy 

matrix, increases hardness. 
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3.8 TG Analysis 

Fig. 9 shows the TG curve of α-Fe2O3 nanoparticles, neat 

epoxy, and 5.0% α-Fe2O3/epoxy nanocomposite, respectively. 

The decomposition process consists of three regions. They were 

20-300 ºC, 300-500 ºC, and 500-600 ºC, respectively. The first 

weight loss indicates the evaporation of absorbed water due to 

the initial breakdown of the complex and spontaneous 

combustion. H2O and CO2 provide an oxidizing environment for 

the combustion of the organic components [39], citrate ions in 

the gel cause spontaneous combustion. The second weight-loss 

indicates the dehydration of the O-H group in the α-Fe2O3 

structure and epoxy that lead to two degradation systems 

involving both inter and intra-molecular transfer reaction, the 

oxidation of complexes, and formation of semi-organic carbon 

metal/metal oxide [40]-[42].  

 

Fig. 9 TGA curve of α-Fe2O3 nanoparticles, neat epoxy and 

5.0% α-Fe2O3/epoxy nanocomposite 

 

Fig. 10 Absorbance vs wavelength curve of α-Fe2O3/epoxy 

nanocomposites 

The third weight loss indicates the formation of the 

corresponding metal oxide phase. Above 600 0C there is no 

weight loss i.e. the TGA curve is steady, exhibiting the absolute 

volatility of water, organic compounds, citrates in the 

composites, the completion of crystallization route, and the 

immediate formation of pure materials. 

3.9 UV-Vis Spectroscopy Analysis 

UV-Vis spectroscopy is used to determine the optical band 

gap energy of crystalline and amorphous materials. In this 

method, electron excitation from the valance band to the 

conduction band, is used to verify the character and value of the 

optical band gap. UV-visible spectra of fabricated specimens 

were measured in the 190-1100 nm range, (Fig. 10). The 

spectrum of neat epoxy shows a single absorption peak at 526 

nm, which represents the polaron/bipolaron transition. On the 

other hand, spectra of α-Fe2O3/epoxy nanocomposites show 

several peaks within the entire range in shells increase the 

absorption cross-section of the nanocomposite and thus enhance 

plasma-exciton interactions [43]-[45]. The optical band gap is 

determined using the following relationship [46]: 

𝛼ℎ𝑣
1
𝑛 = 𝐴(ℎ𝑣 − 𝐸𝑔) (1) 

For direct band gap materials this equation becomes-  

𝛼ℎ𝑣 = 𝐴(ℎ𝑣 − 𝐸𝑔)
2 (2) 

where α is the absorption coefficient, A is a constant, Eg is 

the optical band gap of the material and the exponent n depends 

on the nature of electronic transition, it is equal to 1/2 for direct 

allowed, 3/2 for direct forbidden transitions, and 2 for indirect 

allowed transition. An extrapolation of the linear region of a plot 

of the graph of (αhυ)2 on the y-axis versus photon energy (hυ) on 

the x-axis, gives the value of the optical band gap, Eg [47]. The 

optical band gap is calculated and shown in Fig. 11. From Fig. 

10, we can see that, the absorbance of α-Fe2O3/epoxy 

nanocomposites increased with increasing the α-Fe2O3 content. 

The increased light absorption phenomena can be attributed to 

the well dispersion and successful interaction of nanoparticles 

inside the polymer matrix.  

Conversely, from Fig. 11, we can see that, the optical band 

gap of neat epoxy, 0.5, 1.0, 2.5, and 5.0 wt% of α- Fe2O3/epoxy 

nanocomposites were 3.2, 2.8, 2.4, 1.8, and 1.4 eV, respectively. 

This decrease of Eg can be attributed to the formation of complex 

due to interaction between nanoparticles and polymer matrix. In 

addition, the increase of density of defects i.e. particle clusters 

leads to the expansion of valance band inside the forbidden gap 

of polymeric system. Therefore, band tailing occurred and as a 

consequence shrinkage of Eg was happened [48]. 

3.10 DC Resistivity Analysis 

Fig. 12 shows the I-V curves of neat epoxy, 0.5, 1.0, 2.5 and 

5.0 wt% of α-Fe2O3/epoxy nanocomposites, where all the tests 

were performed at room temperature. This figure indicates that 

5.0 % α-Fe2O3 nanoparticles containing epoxy nanocomposite 

have the higher value of dc current, I (about 27.342 nA) at 50 

volts, whereas neat epoxy shows the minimum value of dc 

current, I (about 18.741 pA) at 10 volts. On the other hand, Fig. 

13 shows the variation of measured dc resistivity (ρ) of neat 

epoxy, 0.5, 1.0, 2.5 and 5.0 wt% of α-Fe2O3/epoxy 

nanocomposites. This figure illustrates that neat epoxy exhibits 

the highest value of dc resistivity, ρ (about 3.017 TΩmm) 

because epoxy is an excellent electrically insulating material, 

whereas 2.5% α-Fe2O3/epoxy nanocomposite exhibits the lowest 

value of dc resistivity, ρ (about 0.923 TΩmm).  
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Fig. 11 Optical band gap of α-Fe2O3/epoxy nanocomposites 

 

By increasing the α-Fe2O3 content into epoxy, the dc 

resistivity of the nanocomposite sheets decreased gradually due 

to the formation of polarons in the both epoxy and α-Fe2O3 

molecules after applying voltage [49]. By increasing α-Fe2O3 

content, the dc resistivity changes slightly, which attributed to 

saturation of charge carriers. 

However, 1.0% α-Fe2O3/epoxy nanocomposite exhibited a 

little inconsistency of dc resistivity may be due to the non-
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uniform dispersion and agglomeration of α-Fe2O3 nanoparticles 

into the epoxy matrix. Moreover, this happened due to the 

dispersion of higher amount of nanoparticles than the critical 

volume fraction in the polymer matrix. 

 

Fig. 12 I-V curves of α-Fe2O3/epoxy nanocomposites 

 

Fig. 13 Effect of α-Fe2O3 nanoparticles on the dc resistivity of 

α-Fe2O3/epoxy nanocomposites 

4 Conclusions 

In this study, we synthesized α-Fe2O3 nanoparticles by sol-

gel process which further dispersed into the epoxy matrix to 

fabricate nanocomposites. The chemical, mechanical, electrical, 

optical and thermal properties of the fabricated polymer 

nanocomposites were evaluated. The XRD and SEM confirmed 

the formation of nanoparticles. FTIR analysis ensured the 

presence of different functional groups into the nanomaterials. 

Using VSM measurement, the saturation magnetization (Ms), 

coercivity (Hc) and remnant magnetization (Mr) of α-Fe2O3 

nanoparticles were found to be 337.137×10-3 emu, 33.312 Oe 

and 28.90×10-3 emu, respectively. Incorporation of α-Fe2O3 

nanoparticles into epoxy matrix gradually decreased tensile 

strength, elongation, flexural strength, optical band gap energy 

and dc resistivity of α-Fe2O3/epoxy nanocomposites, however, 

increased the young modulus, surface hardness and thermal 

stability of α-Fe2O3/epoxy nanocomposites. The fabricated 

nanocomposites can be used to produce various products in 

medical, construction, automotive, etc. sectors with better 

properties based on the obtained results. 
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ABSTRACT   

The crisis of energy due to the increasing awareness of the depletion of fossil fuel resources, biodiesel is an alternative energy 

source and promising potential energy that grows rapidly, due to its high contribution to the environment friendly, renewable, non-

toxicity, biodegradability, essentially sulfur-free, and as a strategical source of renewable energy in substitution to diesel oil and 

contributes a minimal amount of net greenhouse gases. In this study, the extracted oil used for biodiesel production from waste avocado 

peel was investigated in a laboratory approach. Experimental results evaluate the major optimum process parameters for base-catalyzed 

transesterification on biodiesel yield as well as its properties. The most important variables affecting methyl ester yield during the 

transesterification reaction are the molar ratio of alcohol to oil and the reaction temperature. A 95.2% FAME conversion was obtained 

using a methanol/oil ratio of 6:1, 1.21g NaOH, reaction time 67.5 min, and 60 0C reaction temperature. Important properties of 

(characterization) produced biodiesel are, (pHof 7.8, specific gravity of 0.88, density at 15 0C, kg/m3, the kinematic viscosity of 

biodiesel was found to be 4.22 m 2·s −1 at 40 0C, the flashpoint was 161 0C and Cetane number of 49 are well-matched the relevant 

international standards for biodiesel quality produced.  This result shows that the oil obtained from avocado peel can be used for 

biodiesel production as an alternative fuel as compared to those of ASTM and EN standards. 

Keywords: Avocado Peel Oils, Biodiesel, Soxhlet Extraction, Transesterification. 
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1 Introduction   

Energy is one of the most important resources for 

humankind and its sustainable development. Today, the energy 

crisis becomes one of the global issues challenging. Fuels are of 

great importance because they can be burned to yield significant 

amounts of energy [1]. Biodiesel is the most promising 

renewable alternative fuel and the challenge of energy problem 

and sustainability in our today’s world increases the number of 

population and sustainability have been problems due to the 

industrial revolution. Since it has considerable attention due to 

its renewability, reliable, secure, biodegradability, clean, 

environmental eco-friendly, nontoxicity, energy-efficient, less 

emission of gaseous and sustainable energy resources 

substitution of fulfilling energy security needs without 

sacrificing engine’s operational performance thus it provides a 

feasible solution to the twin crises of fossil fuel depletion and 

environmental degradation [2]. It meets the currently increasing 

huge demands of world energy which is dependent on 

petroleum-based fuel resources. However, energy is often known 

as the primary success of a country’s development. It is often 

used as an indicator to measure the level of economic growth in 

a country. The occurrence of oil depletion, global warming, and 

the greenhouse effect has become an alarming condition where 

it is needed to search for an alternative energy source [3]. 

Now a day the world has been stimulated with technological 

development to use vegetable-oil-derived fuel in a diesel engine. 

Biodiesel is nothing but, chemically treated triglycerides that is 

an alternative to petrodiesel. However, using vegetable oil to 

replace fuel caused the food versus fuel issue all over the world. 

So the idea of using waste vegetable oil (WVO) has been 

introduced as an economical solution, which also gives a waste 

management solution [4].  

The chemical process used to produce biodiesel is called 

transesterification. However, due to the high free fatty acid 

content of the cheaper non-edible feedstock conventional alkali-

catalysed transesterification is not possible for biodiesel 

production. An acid pre-treatment is essential for converting the 

free fatty acid to corresponding methyl/ethyl ester followed by 

which usual transesterification is employed [5]. 

Base catalysed transesterification is the most commonly 

used technique as it is the most economical process base-

catalysed involves stripping the glycerine from the fatty acids 

with a catalyst such as sodium or potassium hydroxide, and 

replacing it with anhydrous alcohol, usually methanol [6]. 

Biodiesel is a good alternative fuel for internal combustion 

engines is defined as a mixture of monoalkyl esters of long-chain 

fatty acids (FAME) derived from a renewable feedstock, such as 

vegetable oil or animal fat, are the most promising energy 

sources for our country [7].  

Biodiesel is a renewable energy resource and biodegradable 

fuel to guarantee the sustainability of energy and produced from 

a wide range of naturally occurring fats and extract oils by a 

transesterification reaction process in which the triglycerides are 

broken down and fatty acid methyl esters (FAMEs) are formed. 

The fatty acid dissemination of the original oil is reserved in the 

biodiesel; hence the physical and chemical properties of the 

biodiesel have some dependence on the feedstock used. 

Biodiesel is substitute energy for diesel engines that is produced 

by chemically reacting a vegetable oil or animal fat with an 

alcohol such as methanol through a transesterification reaction 

method.  

https://doi.org/10.38032/jea.2021.02.006
http://creativecommons.org/licenses/by-nc/4.0/
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Biodiesel is a carbon-free fuel because there is no overall 

increase in CO2 in the atmosphere due to recycling by the 

growing plants used to feed the biodiesel industry. Emissions of 

CO2, CO3, CO, unburnt hydrocarbons, and particulate matter are 

lower than that of petroleum diesel [8]. 

Currently, the increasing rate of biodiesel is the key 

difficulty to commercialization. The increasing cost of biodiesel 

is mainly due to the cost of the feedstock used.  One way of 

reducing the biodiesel costs is to use the less costly feedstock 

containing fatty acids such as inedible oils, waste cooking oil, 

and by-products of the refining vegetable oils [9]. However, 

using the waste avocado peels is one from this and its use as 

alternative raw materials. 

1.1 Production of biodiesel and raw materials  

Biodiesel is a substitute liquid fuel that can significantly 

replace conventional diesel and reduce exhaust pollution and 

engine maintenance costs. There are different types of feedstocks 

that are used for the production of biodiesel. These include palm 

seed oil, waste cooking vegetable oil, sunflower seed oil, 

cottonseed oil, jatropha seed oil, castor beans oil, and animal fats 

[10], [11]. The extracted oil from avocado peel is used for the 

manufacture of biodiesel through the process called 

transesterification reaction that is a process by which methanol 

alcohol reacts with the extracted oil in the presence of catalysts 

sodium hydroxide. 

Avocado peel is a waste where so many people are throwing 

away after using the fruit flesh. Avocado fruit is one of the most 

popular fruit in Ethiopia as a result there is a significant rise in 

avocado fruit consumption and consequently an increase in 

avocado peel waste generation. currently, there is a large yield 

gap of avocado productivity in Ethiopia (about 4.2 t ha-1) as 

compared to the world (7 tha-1) of which lack of improved 

avocado varieties has been a bottleneck [12].  The seed and peel 

weigh about 16 % and 11 %, respectively. However, these 

proportions vary among cultivars [13]. Therefore, alternative 

routes are needed for this waste management. This waste cannot 

be used still for any consumption. The presence of nitrogen 

allows it to be directly used as fertilizer or as soil improver (or 

compost) [8]. Avocado peels are used to evaluate the possibility 

of using and transforming waste into something valuable 

product, namely biodiesel thereby contributing towards 

alternative energy supply as well as recycles what would be 

discarded and resolves energy scarcity. 

2 Materials and Method 

2.1 Materials used for the production of biodiesel 

Materials that were used during the experiment work are as 

follows: avocado peel oil, filter paper, heater mantle, knife, 

pipette, measuring cylinder, hydrometer, conical flask, plastic 

bags, hot plate, condenser, pH meter, measuring cylinder, and 

Piece of cloth. 

2.2 Equipment 

The equipment used during this experimental work are; 

Soxhlet extractor, vacuum pump, chiller, water bath, the oven 

was used for drying avocado peel and used to evaporate the 

excess alcohol from the extracted oil, Vibro viscometer, conical 

flasks, three-neck flasks, sample bottles, weighing balance, 

magnetic stirrer, test tubes, milling machine, FT-IR, sieve, 

beaker, density bottle, measuring cylinder, extraction glass 

column, heating device, refractometer, thermometer, and 

separation. 

2.3 Chemicals (Reagent) 

Methanol was the most commonly used alcohol. N-hexane 

(99%) was used as a solvent for oil extraction from avocado peel 

powdered. The most commonly used catalyst was alcoholic 

sodium hydroxide (NaOH) (97%), hydrochloric acid (HCl), 

distilled water, and phenolphthalein indicator. 

3 Biodiesel Production Process 

There are many different production methods that can be 

used to produce biodiesel. From this transesterification process 

is the most popular method. Transesterification is the most 

conventional (popular way) and promising method used for 

biodiesel production. This is because this method is relatively 

easy, small reaction times, a straight conversion process, easy to 

operation, it significantly reduces the viscosity of vegetable oils 

without affecting the heating value of the original fuel, 

environmentally friendly, more conversion efficiency and 

quality of the converted fuel [2]. 

 

 Fig. 1  

Fig. 1 The production process of the biodiesel by 

transesterification reaction. 

3.1 The Transesterification procedure  

The transesterification process is the most common method 

to produce biodiesel, which is used for a catalyzed chemical 

reaction (Fig. 1). The production process requires a catalyst, 

usually a strong base, such as sodium hydroxide and potassium 

hydroxide [14], [15]. The biodiesel production process by 

transesterification reaction is made using three main components 

are; oil extracted from avocado peel and methanol alcohol, and a 

base catalyst sodium hydroxide is used in the experiments. A 

500ml three-neck flask equipped with a magnetic stirrer, 

thermometer, and condenser are used during experimental work. 

The oil was stirred and heated in a water bath with the electric 

thermometer, within a temperature deviation of 1⁰C. The 

procedures for the biodiesel production by transesterification 

reaction are: 

1. Mixing of the methanol and the catalyst sodium hydroxide 

in a 200 ml beaker using the ratio of methanol and catalyst 

concentration respectively. A measured quantity of 

methanol was poured into a beaker and the sodium 

hydroxide pellet was measured in the weighing balance to 

get exactly the weight, and mix with methanol to 50 0C (in 

a water bath) and stirred manually until the catalyst is 

completely dissolved in methanol. During this reaction, the 

moisture level should be kept as low as possible. The 
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formation of soap decreases the biodiesel yield, consumes 

the catalyst and complicates the separation and purification 

process.  

2. Methanol and sodium hydroxide solution was poured in the 

warm avocado peel oil in a 500 ml three-neck flask and 

stirred for (45-90) minutes using a magnetic stirrer at 500 

rpm. After the reaction was completed, it was allowed to 

settle for 24 hours in a separating funnel.  

3.2 Separation process 

After the reaction was completed, the separation process is 

one of the most essential measures of biodiesel production. The 

production of biodiesel from the extracted oil by 

transesterification process is normally composed of biodiesel, 

glycerin, and other impurities. The properties of the fuel are 

strongly influenced by the impurity of the biodiesel product. 

Normally, the biodiesel is separated from byproduct glycerin 

using a simple gravitational settling (density difference) method 

(Fig. 2) and left for 24 hours. The separation process using the 

separation funnel was considered cost-effective. After 24 hours, 

two different layers were seen in the separating funnel. The 

above biodiesel layer was separated for further purified and the 

lower glycerol layer was decanted off.  

 

 Fig. 2 Separation processes. 

3.3 Washing and Drying 

3.3.1 Washing of crude biodiesel 

Once, separation has been done, the purification of the ester 

phase is necessary to ensure that the biodiesel meets the standard 

specifications of ASTM and EN. After the phase separation of 

glycerol and biodiesel, still has an excessive amount of soaps, 

catalyst, FFAs, water, methanol, glycerides, and other impurities.  

If these impurities are not reduced to their bounds value, this will 

have effects on the biodiesel as given in Table 1 and it may not 

meet the ASTM. The biodiesel is washed with warm distilled 

water to remove any impurities left in biodiesel after the reaction, 

and the initial settling is complete. The impurities include 

(primarily) excess alcohol, excess catalyst, soap formation 

glycerine, and a small amount of leftover lye. The ratio of water 

to biodiesel, 50% (related to the volume) (v/v) used is warmed to 

50 0C for the washing of the biodiesel to extract impurities passed 

through the esters and other impurities. 

The washing process of produced biodiesel was repeated 

until the pH of the biodiesel becomes relatively neutral. When 

biodiesel is first made, it is quiet with a pH of between 8 and 9. 

Washing with distilled water is sufficient to improve impurities 

bringing the pH down biodiesel becomes relatively neutral. 

Table 1 Effects of Impurities on biodiesel performance [15]. 

Impurity of 

produced 

BD 
Effects of impurities on biodiesel 

FFAs Corrosion and low oxidation stability. 

Water Hydrolysis (free fatty acid and alcohol 

formation), corrosion, bacteriological 

growth (filter blockage). 

Methanol Low values of density, viscosity, and low 

flashpoint. 

soap, catalyst Deposit in the injectors, filter blockage 

(sulfate ashes), and engine weakening. 

Glycerol Settling problems. 

Table 2 Physico-chemical Properties of the obtained biodiesel 

and avocado peel oil and the standards of biodiesel in the 

United States (ASTM D-67510 and Europe (EN 14214). 

Property 
Avocado 

peel oil 

Biodiesel 

Yields 

EN 

14214 

ASTM 

D-6751 

PH 6.2 7.8 5- 6.7 7-9 

Density at 15 
0C, kg/m3 

910 880 
860-

90 
 

Specific gravity 0.91 0.88 
0.86-

0.9 
 

Kinematic 

viscosity at 40 
0C, cSt 

5.1 4.22 
3.5-

5.0 
1.9-6.0 

Flashpoint, (0C)  161 >120 >130 

API  31.14  30-45 

Esters content 

% 
38 95.2   

HHV (MJ/kg) 40 41.25 
36– 

40 
40-42 

Fire point (0C) 250 190  -- 

Iodine value , g 

I2/100 g 
82 114.21 < 120  

Cetane number  49 > 51 > 47 

Acid value , g 

NaOH/g 
8 0.4  < 0.5 

Free fatty acids 4.4 0.2  < 0.24 

Refractive index 

@40 0c 
 1.54  1.4-1.7 

Saponification 

value (gKOH/g) 
200    
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3.3.2 Drying (Evaporation) process 

The last step was the drying process. Drying biodiesel 

requires a little more than heating the final biodiesel at 65 0C, for 

15 - 20 minutes until any remaining moisture (water) evaporates 

and is removed from the sample. After the biodiesel is washed 

and dried, the yield of biodiesel production must be analyzed to 

confirm the standard specifications, and the product was then 

characterized using an empirical formula to confirm the biodiesel 

production yield and consider biodiesel yield with its standard. 

4 Results and Discussions 

4.1 Physicochemical Properties of Biodiesel 

The production of biodiesels from avocado peel oil was 

characterized by empirical formula and FT-IR analysis. The 

extracted oil and the biodiesels of physicochemical properties are 

given in Table 2 comparing with the limit value below in Table 

2 [17].  

4.2 Statistical Analysis of the Experimental Results 

Statistical software analysis of the model was performed to 

evaluate the analysis of variance (ANOVA). The regression 

analysis and analysis of variance will be used as one of the 

primary tools for statistical data analysis, to generate surface 

plots, using the fitted equation, and by holding one of the 

independent constant variables using the Design Expert 6.8 

program. The design summary is given in Table 3. 

The predicted percentage conversion of the oil to biodiesel 

values using the conducted experimental design expert is 26 runs 

are shown in Table 3 

. The percentage actual yield of biodiesel produced at 

different process parameters was calculated using the formula as:   

Yield of FAME (biodiesel %)  =  
weight of BD produced

weight of oil used
×

100 
1 

Table 3 Design Summary of factorial designs. 

Design Summary of Design expert® 6.8 software 

Study type Response surface 

Initial design  CCD 

Design model Quadratic, polynomial 

Run 26 

Table 4 Actual versus Predicted model of biodiesel yield. 

Standard 

Order 
Residual Leverage 

Student 

Residual 

Cook's 

Distance 
Outlier T 

Run 

Order 

Actual 

Value 

Predicted 

Value 

1 -0.22 0.687 -0.244 0.009 -0.233 3 67.60 67.82 

2 1.36 0.687 1.484 0.323 1.582 10 72.90 71.54 

3 -0.70 0.687 -0.767 0.086 -0.752 18 69.50 70.20 

4 -0.37 0.687 -0.407 0.024 -0.391 7 73.70 74.07 

5 -0.71 0.687 -0.774 0.088 -0.758 21 69.50 70.21 

6 -0.32 0.687 -0.354 0.018 -0.340 20 73.30 73.62 

7 1.71 0.687 1.864 0.509 2.149 4 78.40 76.69 

8 -0.66 0.687 -0.719 0.076 -0.702 25 79.60 80.26 

9 -0.29 0.687 -0.319 0.015 -0.306 22 68.70 68.99 

10 -0.76 0.687 -0.826 0.100 -0.814 2 70.90 71.66 

11 1.28 0.687 1.392 0.284 1.462 9 72.90 71.62 

12 -0.24 0.687 -0.265 0.010 -0.253 16 74.20 74.44 

13 1.32 0.687 1.440 0.304 1.525 12 68.50 67.18 

14 -0.24 0.687 -0.266 0.010 -0.254 26 69.30 69.54 

15 -2.31 0.687 -2.517 0.928 -3.687* 13 71.60 73.91 

16 1.17 0.687 1.277 0.239 1.319 1 77.60 76.43 

17 -0.88 0.901 -1.696 1.740 -1.882 23 87.10 87.98 

18 0.26 0.976 1.040 2.981 1.044 6 95.20 94.94 

19 -2.24 0.145 -1.475 0.025 -1.571 11 90.70 92.94 

20 -0.50 0.144 -0.330 0.001 -0.317 8 92.90 93.40 

21 -0.36 0.400 -0.279 0.003 -0.267 17 92.70 93.06 

22 0.53 0.400 0.414 0.008 0.398 15 93.80 93.27 

23 -0.68 0.400 -0.536 0.013 -0.518 5 91.50 92.18 

24 0.85 0.400 0.671 0.020 0.653 14 92.90 92.05 

25 1.51 0.119 0.979 0.009 0.977 19 93.20 91.69 

26 1.51 0.119 0.979 0.009 0.977 24 93.20 91.69 

* exceeds limits 
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Table 5 Analysis of variance (ANOVA) for the quadratic model of esterification. 

Source 

 

Sum of 

Squares 
DF 

Mean 

Square 

F 

Value 
Prob > F  

Model 2661.13 14 190.08 70.65 < 0.0001 Significant 

A 38.88 1 38.88 14.45 0.0029 

 

B 85.97 1 85.97 31.95 0.0001 

C 19.14 1 19.14 7.11 0.0219 

D 7.09 1 7.09 2.64 0.1327 

A2 19.78 1 19.78 7.35 0.0202 

B2 22.65 1 22.65 8.42 0.0144 

C2 6.84 1 6.84 2.54 0.1391 

D2 0.56 1 0.56 0.21 0.6570 

AB 0.024 1 0.024 8.857E-003 0.9267 

AC 0.090 1 0.090 0.033 0.8582 

AD 1.10 1 1.10 0.41 0.5352 

BC 16.81 1 16.81 6.25 0.0295 

BD 0.063 1 0.063 0.023 0.8816 

CD 17.64 1 17.64 6.56 0.0265 

Residual 29.59 11 2.69   

Lack of Fit 29.59 10 2.96   

Pure Error 0.000 1 0.000   

Cor Total 2690.72 25    

The model equation that relates the transesterification 

reaction process variables in terms of actual value after 

eliminating the insignificant terms was given below. The 

predicted model for the percentage of biodiesel equation in terms 

of Coded factors is shown in the equation below: 

Biodiesel yield = + 91.69 + 1.56 * A +2.32 * B+1.09 * 

C - 0.67* D-356.10 * A2 +147.62 * B2 +147.09 * C2 

+ 42.09 * D2 + 0.039 * A * B - 0.075 * A * C -0.26 * 

A * D +1.03 * B * C + 0.063 * B * D -1.05 * C * D 

2 

where  A – a molar ratio of oil to methanol 

B – Reaction temperature 

C – Reaction time 

D – Amount of catalyst 

Equation (2) provided the coefficients of the model by using 

a quadratic model equation. From the ANOVA the response 

surface quadratic model by the transesterification reaction, the 

Model F-value of 70.65 implies the model is significant.  There 

is only a 0.01% chance that a "Model F-value" this large could 

occur due to noise. Values of "Prob > F" less than 0.0500 indicate 

model terms are significant. In this case, A, B, C, A2, B2, in 

addition, the interaction BC and CD are significant models.  

From this Prob > F Values greater than 0.1000 indicate the model 

terms are not significant. ANOVA for the quadratic model for 

esterification is evaluated in Table 5. 

From the Table 5, F-values of the model coefficients, the 

reaction temperature in both linear and quadratic is less than 

0.0001. This indicated that reaction temperature is the most 

significant in determining the model than the other and the value 

of the methanol to oil molar ratio is the second. However, to 

minimize error, all of the coefficients were measured in the 

design. The Lack of Fit F-value of 2.96 indicates its 

insignificance relative to the pure error. Non-significant lack of 

fit is good since we want the model to fit. 

Table 6 Model adequacy measures from the model. 

Std. Dev. 1.64 R-Squared 0.9890 

Mean 80.05 Adj R-Squared 0.9750 

C.V. % 2.05 Pred R-Squared 0.8528 

Press 396.15 Adeq Precision 22.281 

Table 6 shows the model adequacy measures from the 

model. The "Pred R-Squared" of 0.8528 is in reasonable 

agreement with the "Adj R-Squared" of 0.9750 in less than 0.15 

difference as one might expect. "Adeq Precision" measures the 

signal-to-noise ratio due to random error. A ratio of 22.281 

indicates an adequate signal. Therefore, this model can be used 

to navigate the design space. 

The regression coefficients and the corresponding 95% CI 

(Confidence Interval) Low and High were presented in Table 7. 

If zero was in the range high and low 95% Confidence interval, 

the factors do not affect. From the 95% CI High and Low values 

of each model term, it could be concluded that the regression 

coefficients of catalyst concentration and the interaction terms of 

the molar ratio of oil to methanol and reaction time have a highly 

significant effect on biodiesel production. 
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Table 7 Regression coefficients and significance of response surface quadratic model for transesterification. 

Factor 

 

Coefficient 

Estimate 
DF 

Standard 

Error 

95% CI 
VIF 

Low High 

Intercept 91.69 1 0.57 90.45 92.94  

A 1.56 1 0.41 0.66 2.46 1.00 

B 2.32 1 0.41 1.41 3.22 1.01 

C 1.09 1 0.41 0.19 1.99 1.00 

D -0.67 1 0.41 -1.57 0.24 1.00 

AB 0.039 1 0.41 -0.86 0.94 1.00 

AC -0.075 1 0.41 -0.98 0.83 1.00 

AD -0.26 1 0.41 -1.17 0.64 1.00 

BC 1.03 1 0.41 0.12 1.93 1.00 

BD 0.063 1 0.41 -0.84 0.97 1.00 

CD -1.05 1 0.41 -1.95 -0.15 1.00 

Table 8 Statistics model summary of the response quadratic model for transesterification reaction. 

Source 
Sum of 

Squares 
DF 

Mean 

Square 

F -

Value 

P-value 

Prob > F 

Std. 

Dev. 
R2 

Adj. 

R2 

Pred. 

R2 
Press 

Mean 1.666E+005 1 1.666E+005        

Linear 181.24 4 45.31 0.38 0.8209 10.93 0.0674 -0.1103 -0.3360 3594.85 

2FI 35.85 6 5.98 0.036 0.9997 12.84 0.0807 -0.5322 -2.7127 9989.75 

Quadratic 2444.04 4 611.01 227.11 < 0.0001 1.64 0.9890 0.9750 0.8528 396.15 

Cubic 25.98 9 2.89 1.60 0.4431 1.34 0.9987 0.9832  + 

Residual 3.61 2 1.81        

Total 1.693E+005 26 6512.11        

The quality of the model evaluated based on the correlation 

coefficient value, R2, this R2 value for equation 2 is 0.989 (Table 

8). This showed that 98.9% of the total variation in the biodiesel 

yield was attributed to the experimental variables studied. The R2 

value close to unity, the better the model will be as it will give 

predicted values that are closer to the actual values for the 

response. From the ANOVA and regression analysis of Table 5 

and Table 7 respectively it can be seen that the linear terms of A, 

B, and C, the quadratic term A2 and B2 are significant (because 

Prob > F less than 0.05), but the interactions BC and CD are 

insignificant. 

In Fig. 3 the predicted vs. actual values were obtained using 

the experimental data run correspondence, since the plot contains 

a line of slope unit (i.e. the line of perfect fit) with points 

corresponding to zero error between predicted values and actual. 

This shows the performance of the correlation in an evident way. 

Hence, the regression model equation granted a very accurate 

description of the experimental data, in which all the points are 

very close to the perfect fit. This outcome indicates that it was 

successful in creating the correlation between the four process 

parameters to FAME. 

 

Fig. 3 Plot for the actual vs. predicted FAME yield.  
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Fig. 4 Normal plots of residuals. 

 

Fig. 5 Residual vs. predicted values. 

 

Fig. 6 The FT-IR produced biodiesel process. 

In Fig. 4, as shown above, the standard probability plot 

shows the residuals following a normal distribution, in the case 

of this experiment the points in the plots shows fit to a straight 

line in the figure, this shows that the quadratic model satisfies the 

analysis of the assumptions of variance (ANOVA) i.e. the error 

distribution is approximately normal. 

From the model, the residuals should be structure less; in 

particular, they should be unrelated to any other variable 

including the predicted response. The plot of these response 

value tests the assumption of constant variance and this shows 

random distribution which justifying no need for any alteration 

to minimize personal error (Fig. 5). 

4.3 Analysis of Fourier transforms infrared (FT-IR) 

Fourier transforms infrared spectroscopy; FT-IR was to 

analyze the function group presence in the produced biodiesel 

and its raw materials avocado peel oil. FT-IR analysis was 

performed using an instrument as shown in Fig. 6. One of the 

detections of transesterification efficiency of oil by 

determination of the active groups produced from these 

processes. The FT-IR spectra will be recorded at a surrounding 

temperature in the wavenumber between 4000-400 cm-1. 

The biodiesel produced from the extracted avocado peel oil 

was analyzed by FT- IR spectrum. The main change that takes 

place during the conversion from triglyceride oil to biodiesel was 

the gain of a CH3 carbon in the biodiesel product found in the 

range of 1438- 1459 cm-1 which is not present in the spectra of 

the oil. Biodiesel results in the formation of carbon-hydrogen 

bonds at 2855-3008 cm-1, ester functionality at 1738-1759 cm-1, 

the carbons at 1438-1459 cm-1, and carbon-oxygen bonds at 

1171-1197 cm-1. C = O carbonyl compound (aldehydes, acids, 

etc) are the strong C = O stretching absorption bands in the region 

of 1870-1540 cm-1. If ester this band appears in the 1705 cm-1 

and 1658 cm-1. C-O-C (Ethers), these stretching vibrations 

produce a strong brand in the 1200-900 cm-1 region. Other 

identifying peaks found in the oil were at 2926 cm-1 and 2855 

cm-1 that represent sp3 hybridized carbon molecules that are 

found in the long carbon chain of the biodiesel [8]. 

5 Conclusion 

In this study, biodiesel was produced by the 

transesterification method using the oil extracted from the 

avocado peel, methanol as alcohol, and sodium hydroxide as a 

catalyst to produced biodiesel. The process parameters that affect 

the yield of FAME conversion have been studied by design 

expert 6.8 Software and the statistical analysis. The outputs of 

the experimental run conducted have been analyzed by using 

physicochemical parameter determination. The whole results 

show that the avocado peel oil could be used to produce biodiesel 

as a feedstock. The characterized physicochemical properties of 

the produced biodiesel from APO could be used as an alternative 

energy resource in engines. 

The obtained biodiesel produce by the transesterification 

process was, ranged from 67.8 to 95.2%.  A 95.2% FAME 

conversion was obtained using a methanol/oil ratio of 6:1, 1.21g 

NaOH, reaction time 67.5min, and 60 0C reaction temperature. 

The physicochemical properties (characterization) of produced 

biodiesel are, (pH of  7.8, the specific gravity of 0.88, density at 

15 0C, kg/m3, the kinematic viscosity of biodiesel was found to 

be 4.22 m 2·s −1 at 40 0C, the flashpoint was 161 0C and Cetane 

number of 49 are well-matched the international standards and 

compared to ASTM and EN standards, which indicates it is 

possible to produce quality biodiesel. 

Finally, this result shows that the oil extracted from avocado 

peel can be used for biodiesel production as an alternative 

feedstock. 
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ABSTRACT   

The KármánVortex Shedding is one of the special types of vortex that is generated from asymmetric flow separation. For many 

years engineers tried to suppress the vortex shedding as it brings unnecessary motion to the static members inside the flow field. A 

converter model is designed and studied to harness the energy associated with this vortex shedding and convert it into usable form 

rather than suppressing it. It is a bluff body placed on the free stream incurring vortex-induced vibration and giving out a swinging 

pendulum motion. This motion is utilized to produce electricity. The model is analyzed on the free stream of water and conversion 

efficiency of 8.9% is achieved. A theoretical formula is derived regarding the force acting on the bluff body during the motion. Various 

parameters such as aspect ratio, flow velocity, lock-in delay, frequency of oscillation, etc. as well as their relations are studied by 

simulating the model in ANSYS FLUENT 18.1 for different configurations. From the simulated results it is obvious that as the lift 

force on the bluff body increases, more power generation is possible. Also, the experimental results paved the way for further study for 

practical large-scale implementation of the converter. 

Keywords: Vortex-Induced Vibration, Oscillating Energy Converter, Free Stream Energy 
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1 Introduction   

Renewable energy is the most developing field in modern 

engineering. As the limited natural resources are being perished, 

the world is targeting energy transformations especially 

renewable energy. The concept of vortex in the field of 

renewable energy is pretty old. But no reliable base has been 

structured for continuous and large-scale power generation. 

Vortex is a regular phenomenon in various flow fields. 

KármánVortex Shedding is one of the special types that is 

generated from asymmetric flow separation. For many years, 

engineers tried to suppress the vortex shedding as it brings 

unnecessary motions to the static members inside the flow field. 

In fluid dynamics, a Kármán vortex street (or a von Kármán 

vortex street) is a repeating pattern of swirling vortices, caused 

by a process known as vortex shedding, which is responsible for 

the unsteady separation of flow of a fluid around bluff bodies [1]. 

In practice, this phenomenon appears after the destabilization of 

the flow due mainly to the surface roughness of a bluff body. As 

roughness is one of the inherited properties of a body, it can 

surely be used for reasonable purposes. Vortex can induce 

vibration in a body. To extract power from the vortex, this 

vibration has to be augmented by proper mechanism and 

transformed into suitable power generating motion. Again, many 

of the natural sources of water are the open channel. There is a 

vast free stream of water available from those. A huge amount of 

free energy can be harvested from these flows to cope with the 

upcoming demand for energy. Artificial vortex can be created on 

these open flow channels and the desired motion can be gained.  

As mentioned by Von Karman [2], Ever since Leonardo da 

Vinci first observed Vortex-Induced Vibration (VIV) circa 

1500AD, in the form of “Aeolian Tones,” engineers have been 

trying to spoil vortex shedding and suppress VIV to prevent 

damage to equipment and structures. Further, Von Karman 

himself at Cal Tech proved that the Tacoma Narrows bridge 

collapse in 1940 was due to VIV. 

Strouhal [3] first noticed and experimented on the vortex 

shedding in wires in 1878. He established a dimensionless 

number ‘Strouhal Number’ characterizing the oscillating flow 

mechanism. Dorman, et al. [4] invented a technique to improve 

turbine aerodynamic performances in 1968. Edwards [5] 

patented a wind energy converter utilizing vortex augmentation. 

He converted the linear momentum of wind energy into a pair of 

concentrated, counter-rotating, and side-by-side regions of high 

angular momentum to extract energy from the established 

regions for driving electric generators or generators therefrom. 

Patterson and Flechner [6] investigated an exploratory wind 

tunnel of a wingtip-mounted vortex turbine for vortex energy 

recovery in 1985. In 1990, Patterson [7] patented his experiment 

of extracting rotational energy from the vortex created at the 

aircraft wingtips which consists of a turbine with blades located 

in the crossflow of the vortex and attached downstream of the 

wingtip. From then on, operating the turbine at the vortex zone 

for increased efficiency was regularly researched. Jensen [8] 

made a concept on energy converter using imploding plasma 

vortex heating in late 1994. In 2008 Carney [9] patented his 

invention which includes a bluff body coupled to a gyroscopic 

electrical generator. In recent years from 2016 various projects 

named Vortex Bladeless by Cajas, et al. [10] are commercially 

started implementing large elastic columns or conical-shaped 

bladeless bars which vibrate due to vortex shedding that is 

generated by wind-column interaction. In 2008, Bernitsas, et al. 

[11] invented a new concept named VIVACE technology. This 

Vortex-Induced Vibration Aquatic Clean Energy refers to 

cylindrical-shaped horizontal bars that are submerged 

underwater undergo VIV and vibrates perpendicular to the 

https://doi.org/10.38032/jea.2021.02.007
http://creativecommons.org/licenses/by-nc/4.0/
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direction of flow producing electricity. According to him, from 

wind energy, power extraction using vortex has begun long ago. 

Various devices were designed to extract vortex power from the 

flow of liquid or water in 1957, 1994, and 2006. But none of them 

were able to go for large-scale implementation. Vortex 

generation from ocean energy emerged truly from 2007. 

Throughout these studies, it is seen that no attempt is taken 

for harnessing energy from the free stream surface of open 

channel flow based on VIV. Thus, in this study, a swinging 

vortex energy converter is designed and implemented to convert 

the free stream flow energy of water into electrical energy. A 

bluff body (cylinder) is placed on the free stream of a flow. 

Karman Vortex Street will be formed and a transverse vibration 

will occur. Electricity generation is proportional to the frequency 

of the vibration. From the experiment, for maximum frequency, 

a suitable depth to diameter ratio, correlation length, the power 

output of the bluff body is obtained for different flow velocities. 

The model is simulated using ANSYS software to get relations 

among various parameters in different conditions. 

The reason behind the selection of open flow channels of 

water is to minimize the effect on the environment as well as 

gaining maximum efficiency in energy conversion. Also, the 

aquatic life has a close similarity with vorticity and their 

movements which ensures an undisturbed environment. As there 

is almost no harm in vortex power generation from the free 

stream and with less continuous effort, this study deserves a go 

for the possibility of getting sustainable renewable energy. 

2 Methodology 

The study is carried out in three steps. A converter model is 

designed and fabricated, the experimental setup is run to check 

the feasibility along with data collection and 25 individual 

numerical simulations have been done to analyze the 

performance of the model. The experimental model has a fixed 

geometry and it is implemented on an open channel flow where 

the velocity is fixed. Hence, the setup yielded some results which 

are used to calculate power output and efficiency. This has 

proved the feasibility of the proposed model. A numerical model 

is also designed. First, it is simulated with the same configuration 

as the physical one. Then the numerical model is designed using 

five different aspect ratios (height to diameter ratio) and for each 

aspect ratio, the model is simulated for five different velocities. 

Hence, a total of 25 individual numerical simulations is carried 

out. From these simulations, the relationships amongst 

coefficient of lift (lift force generated on the cylinder surface to 

the dynamic force applied on the projected area of the body by 

the free stream), vibration frequency, delay time, velocity, and 

aspect ratios are analyzed. 

2.1 Physical Model 

 The design and actual fabricated model is shown in Fig. 1. 

The model consists of a solid cylinder that is welded at the 

bottom of a steel bar. A metal sheet is attached at the lower mid-

portion of the bar. At the top of the bar, a rectangular bar magnet 

is attached. The cylinder has a height of 5 cm and a diameter of 

4.5 cm. The bar magnet has a magnetic flux density of 0.1 Tesla. 

The coil has 100 turns of copper wire with nickel insulation. 

Through the gap of the coil, the bar magnet attached with the 

upper portion of the converter can oscillate almost linearly. 

During operation, the cylindrical portion is submerged under the 

open channel flow up to its upper surface. 

 

Fig. 1  (a) Design of the model and (b) Actual fabricated model 

with coil and magnet 

Initially, the model rests on its metal sheet which hangs on 

two other external support rods. Due to continuous laminar flow, 

flow separation takes place around the cylindrical surface, and 

the vortex is formed accordingly. This vortex induces vibration 

to the cylinder, hence on the magnet. As a result, the cylinder 

undergoes pendulum swing being supported on the metal sheet. 

The magnet swings nearly with linear motion through the mid-

space of the coil generating electricity according to the law of 

Electromagnetic Induction. This is depicted in Fig. 2. The 

velocity of the experimental flow channel was 0.3 𝑚/𝑠. A 

multimeter is used to estimate the power generation. 

 

Fig. 2 Schematic diagram of the experiment 

For a cylindrical body, the primary response mode is 

transverse to the flow. In-line oscillations of smaller magnitude 

are also observed in VIV and strengthen transverse oscillations 

[12]. As the flow velocity 𝑉∞ increases, lock-in for a high mass 

ratio system is reached when the vortex formation frequency 

ʄ
𝑣,   𝑓𝑜𝑟𝑚

 is close enough to the body’s natural frequency ʄ
𝑛

, water 

as seen, Lock-in or vortex synchronization occurs over a broad 

range. The data collected from the experiment is processed using 

the following equations: 

The frequency of the body, in general, is given by [3] 

 

ʄ = 0.198
𝑉∞

𝐷
 (1 −

19.7

𝑅𝑒

) (1) 

 

(a)                                               (b) 
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The power of the free stream can be calculated with [11], 

𝑃∞ =
1

2
𝜌𝑉∞

3𝐷𝐿 (2) 

Power gained at output (electric power) is given by  

𝑃𝑒𝑙𝑐 = 𝑉𝐼 (3) 

Efficiency can be calculated by 

𝜂 =  
𝑃𝑒𝑙𝑐

𝑃∞

× 100 % (4) 

2.2 Numerical Model 

To study different parameters of the converter and flow 

region, a numerical model is developed. The model which has 

the same configuration and input parameters as the experimental 

one is shown in Fig. 3. The model is also modified for aspect 

ratios of 0.6, 0.8, 1.11, 1.2, and 1.5. For each of these aspect 

ratios, five different velocities are selected and simulated. The 

velocities are0.3 𝑚/𝑠, 1 𝑚/𝑠, 2 𝑚/𝑠 , 3 𝑚/𝑠and 4 𝑚/𝑠. The 

different aspect ratios are achieved by fixing the cylinder length 

at 0.05 𝑚 and changing the diameter accordingly to get the 

aforesaid aspect ratios. For these 5 different diameters of the 

cylinder, 5 different meshings are done keeping the meshing 

method, edge sizing, and inflation parameters the same.  

The actual design is imported to ANSYS Design Modeler 

and various dimensional parameters are set. The rectangular 

portion is set as the fluid domain. The cut-out circular portion 

represents the outer surface of the cylinder. The cylinder is set to 

solid iron. The channel length is set to 0.6096 𝑚and width is set 

to 0.3048 𝑚 maintaining similarity with the experimental setup. 

The diameter of the circle is changed as per the required aspect 

ratio. Meshing is carried out with ANSYS Meshing as depicted 

in Fig. 3. The meshing method is selected as all triangular 

method. Edge sizing is performed with uniform Size Function, 

Element Size of 0.001𝑚and Growth Rate of 1.20. The boundary 

of the cylinder is inflated for increased accuracy. The inflation 

option is set to First Layer Thickness, First Layer Height of 

0.60.0005 𝑚, and Maximum Layers of 30 and a Growth Rate 

of 1.10. The flow is set towards positive X-axis. Meshed model 

is opened in the FLUENT solver and various parameter is set. As 

for the solver type, a pressure-based solver is selected. Model is 

set to viscous-laminar. The boundary conditions are given as 

follows- inlet velocity is set as per the experiment, the two sides 

of the flow domain are set to the wall (applies no-slip condition), 

the cylinder is also set to a wall, the outlet is configured as 

pressure output.For the calculation of lift coefficients, 

corresponding reference values (area, density, and viscosity) are 

set according to proper aspect ratios and inlet conditions. Each 

calculation is allowed to run for sufficient time depending upon 

the lock-in time. Time step size is set to 0.01. For convergence 

with sufficient accuracy, a maximum of 200 iterations per time 

step is set.  

The plot of the lift coefficients generated for each simulation 

is the key to understand the force acting on the cylinder for the 

given conditions and parameters. As the lock-in phase is 

achieved, a continuous similar vibration curve of maximum 

amplitude is found. The peak values of those sinusoidal curves 

are collected which corresponds to the coefficient of lift at 

maximum amplitude. Also, the frequency of vibration after the 

lock-in is counted. The lock-in delay (time) for each velocity and 

aspect ratios of the model are noted too. 

 

Fig. 3 Meshing of the model 

3 Results and Discussion 

3.1 Experimental Results 

From the experimental setup, the free stream velocity of the 

channel is 𝑉∞ = 0.3 𝑚/𝑠, where the Cylinder Height, 𝐿 =
0.05 𝑚; Diameter, 𝐷 = 0.045 𝑚and the Density of water is 

100 𝑘𝑔/𝑚3. From the multimeter, the voltage reading is 𝑉𝑟𝑚𝑠 =
3.54 𝑚𝑉and the Current,𝐼 = 0.768 𝐴. The number of full 

oscillations is 10 and it took a time of 𝑡 = 8.33 𝑠. The Lock-in 

Delay is 7 𝑠. The frequency of the converter is found to be 

1.2 𝐻𝑧. Power generated by the converter is calculated to 

be2.715 𝑚𝑊whereas the power available from the source is 

calculated to be30.375 𝑚𝑊. Hence, the conversion efficiency 

of the designed model is 8.9 %. The conversion efficiency 

achieved by this model is satisfactory at this primary stage of 

development and very much affordable compared to the solar 

converter. This proves that the concept of harnessing free stream 

energy with a swinging VIV converter is feasible. 

3.2 Numerical Results 

From the numerical study, a total of 25 sets of Lift 

coefficient vs time charts, Streamline graphs, and pressure 

contours are found. Only the graphs of the numerical model 

which has a similar configuration with the experimental one are 

shown in Fig. 4. All other individual simulations for five 

different aspect ratios for lift coefficient, lock-in delay, and 

velocities yield similar sets of graphs. Values from those graphs 

are extracted and presented in Table 1.  

The pressure contour in Fig. 4 (a) depicts that pressure is 

much higher at the inlet section of the cylinder surface due to 

stagnation. The immediate lowest pressure regions in circular 

forms just after the downstream portion of the cylinder represent 

vortex formation repetitively. The velocity streamlines in Fig. 4 

(b) clearly show that the cylinder is experiencing lift force on one 

side and after a small time step it experiences lift force on the 

other side. This proves the vibration induced by the vortex. This 

repetitive change of direction of lift force causes the cylinder to 

swing along Y-axis. The value of the coefficient of lift with 

respect to flow time can be obtained from Fig. 4 (c). Here it is 

seen that the lift coefficient is inconsistent at first and it takes 

some time to become consistent and changes in a sinusoidal 

form. The time it takes to become stable is referred to as lock-in 

delay. Stable power conversion can be only obtained from the 

vibration after the lock-in. This graph also provides the number 

of vibrations against the time i.e. the frequency. 

 

 



R. K. Das and M. T. Galib /JEA Vol. 02(02) 2021, pp 112-117 

115 

 

 
Fig. 4 Plots of (a) Pressure Distribution, (b) Velocity Streamlines, and (c) Coefficient of Lift 

Table 1 Simulation results of Lock-in Delay, CL, and Frequency at different velocities 

 

Diameter (m) AR 
Lock-in Delay (s) at different Velocities 

0.3 m/s 1 m/s 2 m/s 3 m/s 4 m/s 

0.083 0.6 7.2 1.9 1.13 0.75 0.6 

0.0625 0.8 6 1.63 1.02 0.9 0.8 

0.045 1.11 5 1.6 0.8 0.65 0.4 

0.0334 1.5 4.1 1.5 1 0.7 0.6 

0.025 2 3.9 1.25 0.7 0.6 0.59 

Diameter (m) AR 
CL at different Velocities 

0.3 m/s 1 m/s 2 m/s 3 m/s 4 m/s 

0.083 0.6 3.5 2.9 2.7 1.7 1.15 

0.0625 0.8 3.1 2.9 2 1.2 0.85 

0.045 1.11 3 2.25 1.25 0.8 0.5 

0.0334 1.5 2.5 1.79 1 0.6 0.3 

0.025 2 2.17 1.48 0.81 0.4 0.13 

Diameter (m) AR 
Frequency (Hz) at Different Velocities 

0.3 m/s 1 m/s 2 m/s 3 m/s 4 m/s 

0.083 0.6 1 4 6 9 12 

0.0625 0.8 1 4 8 11 14 

0.045 1.11 2 5 10 14 17 

0.0334 1.5 2.5 7.5 12 16 19 

0.025 2 3 9 15 18 21 

(a)                                                                         (b) 

 (c) 
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(a) 

 

 (b) 

Fig. 5 Plots of (a) Velocity vs CL (b) Velocity vs Delay Time 

 

(a) 

 

(b) 

Fig. 6 Plots of (a) AR vs CL (b) AR vs Delay Time 

 

(a) 

 

(b) 

Fig. 7 Plots of (a) Velocity vs Frequency (b) AR vs Frequency 

From Table 1 six different graphs can be obtained in Fig. 5 

showing the relations among aspect ratio, lift force, frequency, 

velocity, and lock-in delay. 

From Fig. 5 (a) and (b), it is seen that for a definite aspect 

ratio, lift force and delay time both decrease with the increase of 

velocity. Fig. 5 (b) also indicates that delay time is almost 

constant above 2 m/s. 
From Fig. 6 (a) and (b), it is found that 𝐶𝐿 and Delay time 

both decreases with the increasing aspect ratios. There is a drastic 

reduction in delay time as the velocity increases from 0.3 m/s to 

1 m/s.  

Again, it is visible from Fig. 7 (a) and (b) that, frequency of 

vibration most linearly increases with both aspect ratio and 

velocity. The higher aspect ratio may give higher frequency but 

it will result in less amplitude of vibration i.e. low power output. 

4 Conclusion 

The selection of the core method of power generation 

(electromagnetic induction) in the experimental setup is due to 

the fact that any other complex conversion incorporates more 

losses in the conversion process. The raw energy conversion rate 

proved that the concept of VIV based vertical oscillating 

converter has potential and could be studied further for practical 

large-scale implementation. The simulation result paved the way 

for understanding the behavioral pattern of the vibrating 

cylinder. It is observed that higher velocities produce greater lift 

force but at the same time the conversion rate i.e. CL decreases. 

As VIV occurs in laminar open-channel flows, this converter can 

be applied where the flow velocity is comparatively lower. Also, 

greater CL for lower velocities is observed. Again, in order to get 

sufficient power, the flow velocity should be in an optimally 
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greater range. This study also revealed that larger aspect ratios 

produce less CL and the delay time is almost independent of 

aspect ratios above the velocity of 2 m/s. Hence, in the case of 

the application of this converter above a velocity of 2 m/s, there 

is no need to consider converters with higher aspect ratios to gain 

effective conversion. Also for velocities above 2 m/s, the delay 

time is negligible. Thus, in practical cases of rivers and canals 

where the flow could be disturbed frequently, this converter 

could be applied as immediate lock-in would occur after every 

disturbance and the hamper in power generation would be 

negligible.  As VIV is a natural occurrence in marine life, this 

will cause almost no harm to the aquatic environment. Energy 

can be harnessed from the free-stream which is clean, bio-life 

friendly, and noise-free. 
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