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ABSTRACT   

Clustering is a machine learning method that can group similar data points. Mean Shift (MS) is a fixed window-based clustering 

algorithm, which calculates the number of clusters automatically but cannot guarantee the convergence of the algorithm. The main 

drawback of the Mean Shift Algorithm is that the algorithm requires to set a stopping criterion (threshold point) otherwise all clusters 

move towards one cluster and fixed bandwidth is used here. It cannot define the upper bound of iteration numbers and need to set the 

iteration numbers. This paper proposed a new Mean Shift Algorithm, called Improved Mean Shift (IMS) algorithm, which overcomes 

the all defined pitfalls of Mean Shift Algorithm. The IMS process KD-tree data structure was used to sort the dataset and all data points 

as initial cluster centroids without a random selection of initial centroids. In each iteration, it shifts the variable bandwidth sliding 

window to the actual data point nearest to the mean using k-nearest neighbours (kNN) algorithm and finds the number of clusters 

automatically. Also, this paper handles the missing values using Mean Imputation (MI). The IMS algorithm produces better results 

than the Mean Shift Algorithm on both synthetic and real datasets. 

Keywords: Clustering; Mean Shift; KD-tree; kNN; Mean Imputation. 
 

This work is licensed under a Creative Commons Attribution-Non Commercial 4.0 International License. 

 

1. Introduction   

Data mining becomes a very popular decision support 

technique where we can extract hidden, unknown and valuable 

knowledge among the large amount of data [1]. Clustering must 

be a significant application of data mining that ensures the 

grouping of data points where similar groups contain mostly 

similar types of data points and different groups contain highly 

dissimilar types of data points. Nowadays, the speedily rising 

computer technology produced many large volume and highly 

dimensional datasets [2]. Clustering is an essential part of data 

analysis that can ensure the partition of data points where similar 

objects should be in the same cluster [3].  

Mean Shift (MS) is an iterative, non-parametric fixed 

bandwidth clustering method used widely in many applications. 

Fukunaga and Hostetler proposed this algorithm in 1975 that 

introduced for locating dense areas of data points using sliding 

window [4]. The main advantage of Mean Shift (MS) method is 

that it does not want the previous knowledge about the number 

of clusters and does not constrain the clusters shape. Missing 

values in dataset become a great problem in the real world 

applications. Some methods are used to deal with this problem. 

Missing values in data are mainly caused by equipment failures, 

system errors, human errors, and so on [5]. The methods used for 

handling missing values are divided into two categories. First one 

is case deletion method: In this method, we need to delete all data 

points with missing values. If there are less instances with 

missing values, we can delete them, but if there are more missing 

values and delete them, the dataset becomes small and impacts 

the results [6]. The second one is missing data imputation 

technique: Here, we replace the missing values with the 

distribution's known value. Using this method, the IMS 

Algorithm can work better as like as a complete dataset because 

each missing value is replaced with known values. In this paper 

we handle missing values by Mean Imputation (MI) method 

where we have replaced the missing data values with the mean 

of all the instances in the dataset. 

This paper focused on the improvement in the quality and 

accuracy of the Mean Shift Algorithm. Our proposed Improved 

Mean Shift method can define the upper bound of the iteration 

number, but this characteristic is missing in MS Method. In 

contrast to the MS algorithm, the proposed IMS does not require 

to set a stopping criterion (threshold point) and the number of 

iterations. Also, the Improved Mean Shift Algorithm provide the 

guarantee of convergence. We performed many experiments 

with Improved Mean Shift Algorithm (IMS) on synthetic and 

real datasets. Our proposed algorithm gives better clustering 

result on the selected datasets than Mean Shift Algorithm. 

2. Related Works 

Several methods have been proposed over the last few years 

to improve the quality and accuracy of the Mean Shift Algorithm. 

Most of the author used fixed bandwidth, and no one handles 

missing values problem. Also, no one defines the upper bound of 

the iteration number. Chunxia Xiao et al. [7] proposed an 

Efficient Mean-shift Clustering technique that used a reduced 

feature-space to improve the result. The reduced feature-space 

represents an adaptive clustering result of the original dataset 

using adaptive KD-tree structure in high dimensional feature 

space. But fixed bandwidth is used here, and for this reason, it’s 

very complicated to get an optimal size bandwidth for the dataset 

of different size and dimension to get better clustering result. 

Bogdan Georgescu et al. [8] proposed a new technique called 

locality-sensitive-hashing (LSH) algorithm to minimize the 

computational complexity of adaptive Mean Shift process, but 

http://creativecommons.org/licenses/by-nc/4.0/
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here we need to use pilot learning technique to discover the 

optimal parameters of the dataset. Vo Thi Ngoc Chau et al. [9] 

proposed a new clustering algorithm that has two parts.  The first 

part is used to resolve the incompleteness of education data and 

the second part proposed a Mean Shift-based clustering approach 

using the nearest prototype strategy called MMS_nps. The main 

limitation is that it cannot automatically evaluate the bandwidth 

value h based on datasets' inherent characteristics. Dorin 

Comaniciu et al. [10] planned a Modified Mean Shift Algorithm 

for solving the automatic bandwidth problem (variable 

bandwidth). It can find an optimal bandwidth for dataset of 

different size and dimension to get better clustering result. But 

the convergence of the algorithm is not proven and need to set 

iteration number for clustering purpose. Loai AbdAllah et al. 

[11] proposed a new Mean Shift clustering technique that can 

handle missing values problem of datasets. They take a weighted 

distance function called MDE distance with Mean Shift 

Algorithm instead of Euclidian distance to compute the distance 

between two points with missing attribute values. But need to set 

stopping criterion. 

3. Improved Mean Shift Algorithm 

In the case of the Mean Shift Algorithm, we need to set a 

stopping criterion (threshold point) and define the iteration 

number's upper bound. Also, it uses fixed bandwidth and cannot 

guarantee the convergence of algorithm. Our proposed Improved 

Mean Shift Algorithm (IMS) can solve these problems. IMS 

works with some following steps given below. 

3.1 Handling missing values by Mean Imputation (MI) 

Presence of missing values in the dataset are very common 

problem in real-world applications. If there are less instances 

with missing values, we can delete them. But if there are more 

instances with missing values and delete them, the dataset 

becomes small and the characteristics of datasets become 

change. Due to this missing value the performance and accuracy 

of algorithm decrease heavily. The Mean Imputation (MI) 

method is used here to replace the missing values to solve this 

problem. 

Mean Imputation (MI): Replace the missing values with the 

mean of all the instances in each column. 

3.2 KD-tree for Data Partition 

KD-tree is a binary search tree where the data points are 

organized in K-dimensional feature space [12]. KD-tree is used 

in this paper in order to store and represent the dataset in a data 

structure. A non-leaf node in KD-tree divides the feature space 

into two parts where points in the left of this space are defined by 

left subtree of that node and points to the right of the space by the 

right subtree [13]. Suppose we have two Dimensional data (x,y)  

showing in  Table 1. 

Table 1 2D Dataset for KD-tree. 

Data points x y 

Data_point1 0.67 0.97 

Data_point2 0.33 0.76 

Data_point3 0.40 0.68 

Data_point4 0.12 0.56 

Data_point5 0.60 0.30 

Data_point6 0.28 0.72 

Data_point7 0.83 0.73 

Firstly, we divide the data points into two parts by 

comparing each x value with root of x. Root(x) = Max(x) + 

Min(x)/2= (0.83 + 0.12)/2= 0.48. Next label we compare 

dividing two groups y values with root of y. Root(y) = Max(y) + 

Min(y)/2. Repeat this until fulfill the condition. Every node has 

three things such as (1). Dimension, (2). Value and (3). Tightest 

bounding box. 

Table 2 Tight bounds for node _1 and node_ 2. 

Tight bounds x y 

Node _1 0.11 <= x <= 0.42 0.53 <= y <= 0.75 

Node_ 2 0.54 <= x<= 0.96 0.29 <= y <= 0.93 

Table 2 shows the tightest bounds area for node_1 and 

node_2. Similarly, divide the data structure into more parts on 

the basis of dimensions until each leaf node holds maximum two 

data points. 

 

Fig. 1 KD-tree for TABLE I dataset. 

Fig. 1 displays the visual representation of sorted data for 

Table 1. At first, the label compares x value with the root of x. 

Next label compares y value with the root of y. Repeat this 

pattern until each leaf node holds maximum two points [14]. 

3.3 Improved Mean Shift Clustering 

In Improved Mean Shift (IMS) algorithm, we take all data 

points as initial cluster centres and set variable bandwidth sliding 

window in each data points. In each iteration, the sliding window 

is moved towards higher density areas by moving the initial 

centers to the actual data point nearest to the mean using the 

KNN algorithm. Multiple sliding windows overlap when they 

have same mean, and then data points are clustered according to 

the sliding window in which they reside. 

KNN algorithm is used to find the nearest data point. It first 

loads the data points and set the number of K. Euclidean distance 

is used here for distance measurement purpose. Next, we need to 

sort the distance and get our expected nearest expected data 

point. 

The kernel density function is used here with Improved 

Mean Shift (IMS) algorithm. 

Given m data objects q
j
, j = 1,…,m  on a d-dimensional 

space Rd. For m number of data points, we have m initial cluster 

From Fig. 3 shows that in every iteration, the sliding window 
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shift to new centroids by moving the initial centres to the actual 

data point nearest to the mean using the kNN algorithm, inside 

the sliding window. Multiple sliding windows overlap when they 

have the same mean. Finally, the data points are clustered 

properly by the help of the sliding window. 

centroids, and the algorithm become converges at most (m-

1) iterations. So there is no need to set the number of iterations. 

Our proposed IMS algorithm can provide the upper bound of the 

number iterations (i.e. m − 1) for each data point. The 

multivariate kernel density estimation obtained with kernel K(q) 

and window radius hj ≡ h(qj) is 

f(qj)=
1

mhj
d
∑ K( 

q-qj

hj
)

m-1

j=1

                                                        (1) 

For radially symmetric kernels,  Kernel k(q) satisfying 

K(q)=ck,dk(||q||2)                                                                         (2) 

where ck,d is defined as normalization constant that 

guarantees K(q) ∝ 1 and  modes of K(q) are pointing  

at ∇f(q)=0. 

The gradient of density estimator (1) is  

 ∇f (q
j
) =

2ck,d 

mhj
d+2

∑ (q
j
-q)g (‖

q-q
j

hj

‖)

2
m-1

j=1

 

=
2ck,d 

mhj
d+2

[∑ g (‖
q-q

j

hj

‖)

2
m-1

j=1

]

[
 
 
 
 
 
∑ q

j
g (‖

q-q
j

hj
‖)

2
m-1

j=1

∑ g (‖
q-q

j

hj
‖)

2
m-1

j=1

-q

]
 
 
 
 
 

      (3) 

where g(p) k
'(p). The first term of ∇f (q

j
)   is 

proportional to the density estimated at q with kernel G(q) = 

cg,d
g(||q||

2
)   and the second term is 

mhj
(qj)=

∑ qjg (‖
q-qj

hj
‖)

2
m-1

j=1

∑ g(‖
q-qj

hj
‖)

2
m-1

j=1

-q                                            (4) 

defined as Improved Mean Shift with variable bandwidth hj 

and number of iteration (m-1). Improved Mean Shift vector 

always moves toward the direction of the maximum dense area. 

So, the Improved Mean Shift can be obtained by 

• evaluating Improved Mean Shift vector mhj
(qt) 

• translation of sliding window qt+1=qt+mhj
(qt) 

That provides the guarantee of convergence of the algorithm 

where ∇f (q
j
) =0. 

Improved Mean Shift (IMS) mode finding process is 

illustrated in Fig. 2 and Fig. 3. From Fig. 2, we know that the 

Improved Mean Shift clustering algorithm is also a practical 

application of the mode finding procedure: In Improved Mean 

Shift clustering algorithm we first take the dataset as weighted 

matrix and handle the missing values using Mean imputation 

method. Then take all data points as initial cluster centres. Next, 

we should set a variable bandwidth sliding window in each data 

points for clustering purpose. There is no need to set the iteration 

numbers. For handling outliers, we also set a condition that can 

solve the outlier problem. 

 

Fig. 2 Improved Mean Shift clustering procedure (take all data 

points as initial cluster centres). 

 

Fig. 3 Improved Mean Shift clustering procedure (shifting 

window). 

This paper used the Gaussian KD-tree algorithm to speed up 

the IMS clustering process for large data sets. KD-tree algorithm 

partitions the datasets based on feature space in a top-down way. 

It begins from a root cell, and recursively split a root into two 

child cells adaptively along with a dimension that is alternated at 

successive tree levels [7]. 

3.4 Overview of the Algorithm 

The proposed Improved Mean Shift Algorithm (IMS) works 

with the following steps: 

Input: 

A high dimensional dataset Q={q1…..qn},n ≥2 on a d-

dimensional space, Variable bandwidth hi where i=1…n and 

Profile function g(q). 

Output: 

Clustering results R1……Rk , where k defined the number of 

clusters. 

Steps: 

Initialize the dataset as weighted matrix. 

Use Mean Imputation for handling missing values. 

Sort the dataset by KD-tree data structure. 

Take all data points as initial cluster centroids. 

Set variable bandwidth sliding windows in each data point. 

Calculate the mean of instances lying inside the window. 
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Find the actual data points nearest to the mean using KNN 

algorithm and shift the window to that points. 

Repeat till convergence and gain k number of Clusters. 

Eliminate cluster that contains less than a minimum number 

of data points based on the condition for handling outliers. 

4. Experiments 

In the experimental area, we show the calculated results of 

our proposed IMS algorithm on synthetic and real datasets to 

measure IMS's performance compared with the Mean Shift 

Algorithm. 

4.1 Datasets 

The IMS algorithm operates on both synthetic and real 

datasets to measure the clustering output. The synthetic datasets 

are made by using Gaussian distribution [15]. Here we have used 

ten synthetic datasets of different size. The synthetic datasets are 

shown in Table 3. Dataset are characterized by instance number 

q, cluster number k and the feature number n.  

Table 3 Characteristics of synthetic datasets. 

Serial 

Number 

Synthetic 

Dataset 

Instance 

(q) 

Feature 

(n) 

Cluster 

(k) 

1 S_data1 1000 2 3 

2 S_data2 3000 2 3 

3 S_data3 5000 2 3 

4 S_data4 10000 2 5 

5 S_data5 1500 5 3 

6 S_data6 2500 10 5 

7 S_data7 3500 15 10 

8 S_data8 4500 15 10 

9 S_data9 5500 15 10 

10 S_data10 6500 20 10 

 Next phase, we select five real-world datasets downloaded 

from the UCI machine learning repository [15]. The real-world 

datasets are seen in Table 4. 

Table 4 Characteristics of real datasets. 

Serial 

Number 

Real 

Datasets 

Instance 

(q) 

Feature 

(n) 

Cluster 

(k) 

1 Wine 178 13 3 

2 Iris 150 4 3 

3 Seed 210 7 3 

4 Glass 214 10 6 

5 Mammo 961 6 2 

4.2 Experimental Settings and Evaluation Methods 

To measure the clustering accuracy of IMS algorithm, we 

used two types of evaluation techniques in this paper. They are 

Purity and Rand Index defined as defined below: 

Purity: Purity is a popular estimation technique that 

calculates the percentage of correctly classified objects. The 

purity range is between 0 and 1. Purity is defined as follows: 

f(x)=
1

P
∑maxn|Qj ∩Rn|

n

j=1

                                                            (5) 

Here (a). P defines the number of objects in datasets, (b). n 

defines cluster numbers, (c). Q
j 
defines the set of instances in 

cluster j, (d). Rn defines a set of objects in class n that has the 

highest number of intersections with cluster j, among all the 

clusters. 

Rand Index: Rand Index is another popular evaluation 

technique where a set of m elements Q={Q1,…..,Qn} divide into 

two partitions R and S to compare R={ R1,…..Ru}with u subsets 

and S={S1,…..,Sv}with v subsets, define as following: 

 e : defines the number of pairs in set S that are same 

for both R and S subsets. 

 f : defines the number of pairs in  set S that are 

different for both R and S subsets. 

 g: defines the number of pairs in set S that are same 

in R subset and different in S subset. 

 h: defines the number of pairs in set S that are different 

in R subset and same in S subset. 

R=
e+f

e+f+g+h
=

e+f

(mk)
                                                                               (6) 

Intuitively e+f defines the number of agreements and g+h 

defines number of disagreements between R and S. 

4.3 Experimental Results and Analysis 

This section discusses and compares the experimental 

results between our proposed Improved Mean Shift (IMS) and 

Mean Shift Algorithm (MS). We take ten synthetic datasets and 

five real datasets to present the increment in clustering result 

using the IMS. In the MS algorithm, we need to set the number 

of iteration and a stopping criterion (a threshold point ϵ) 

otherwise all clusters may move toward one cluster. It also used 

fixed bandwidth, so it is tough to find an optimal sized bandwidth 

for different dataset to get better clustering result.  

So, the convergence of Mean Shift is not proven. But in 

IMS, we use all data points as initial cluster centres, and if there 

are m data points, we need at most m-1 iterations to fulfil 

convergence criterion. Also, no need to establish a stopping 

criterion and iteration numbers and also handle outliers. Variable 

bandwidth, KD-tree and kNN algorithm are also used with IMS 

for better accuracy with better clustering result. 

 

Fig. 4 Plotting of a well-distributed dataset with Mean Shift. 
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Fig. 4 shows the clustering results on a synthetic dataset 

named S_dataset1 using Mean Shift. S_dataset1 is a well-

decorated dataset has 800 instances in 2D space with three 

clusters. We used fixed bandwidth h=1000, stopping threshold 

point ϵ =0.01 and number of iterations 100 for running Mean 

Shift Algorithm. After completing all iteration, the Mean Shift 

Algorithm can determine three clusters, but two clusters become 

ambiguous. On the contrary, in improved Mean Shift we need at 

most (800-1) iterations to clustered S_dataset1, and for handling 

outliers, we need to set a condition defined as an estimated 

cluster that holds more than 5 data points otherwise delete that 

cluster. Variable bandwidth is used here that can select 

bandwidth automatically. 

 

Fig. 5 Plotting of a well-distributed dataset with Improved 

Mean Shift. 

Fig. 5 show that Improved Mean Shift can cluster the data 

points more correctly than the Mean Shift Algorithm. So, we can 

agree that IMS is far better clustering algorithm than Mean Shift. 

Table 5 Comparison of clustering accuracy between Mean 

Shift and improved Mean Shift on synthetic datasets. 

Synthetic 

Data 

Purity Rand Index 

MS IMS MS IMS 

S_data1 0.791 0.802 0.789 0.810 

S_data2 0.820 0.831 0.822 0.839 

S_data3 0.858 0.858 0.849 0.851 

S_data4 0.715 0.748 0.720 0.739 

S_data5 0.775 0.789 0.768 0.780 

S_data6 0.798 0.811 0.729 0.792 

S_data7 0.765 0.796 0.704 0.751 

S_data8 0.718 0.823 0.767 0.834 

S_data9 0.709 0.799 0.818 0.851 

S_data10 0.712 0.770 0.695 0.743 

Table 5 presents the accuracy-test, including purity and rand 

index for ten synthetic datasets using both Mean Shift and 

Improved Mean Shift Algorithm. Here we see that S_data3 

shows the almost similar result with IMS and MS.  But the others 

show better results in accuracy test using Improved Mean Shift 

Algorithm than Mean Shift Algorithm. Following these 

explanations, it clears that our proposed IMS is far better than 

MS on accuracy Comparison. Python Spyder (ana) is used here 

for coding purpose. 

Table 6 Comparison of clustering accuracy between Mean 

Shift and improved Mean Shift on real datasets. 

Real 

Data 

Purity Rand Index 

MS IMS MS IMS 

Wine 0.701 0.704 0.710 0.719 

Iris 0.755 0.791 0.713 0.741 

Seeds 0.696 0.719 0.633 0.674 

Glass 0.661 0.679 0.512 0.552 

Mammo 0.511 0.602 0.636 0.683 

Table 6 presents the accuracy-test, including purity and rand 

index for five real datasets using both MS and IMS algorithm. 

Viewing these observations, we can say that our proposed IMS 

is far better than the Mean Shift Algorithm for these given five 

real datasets based on accuracy. Fig. 6 shows the comparison plot 

of accuracy between MS and IMS. 

 

Fig.  6 Visual representation of accuracy between MS and IMS. 

5. Conclusion and Future Work 

Mean Shift uses fixed bandwidth, and for this reason, it is 

tough to find an optimal sized bandwidth for different dataset to 

get better clustering result. Also, it cannot guarantee the 

convergence of the algorithm and requires to set a stopping 

criterion named threshold point and the upper bound of the 

iteration number. But our proposed Improved Mean Shift 

Algorithm can solve all these problems. IMS uses all data points 

as initial cluster centres, and if there are n data points, we need at 

most m-1 iterations to being convergence. Also, set a stopping 

criterion is not needed here. It also eliminates cluster that 

contains less than a minimum number of data points based on the 

condition for handling outliers. Variable bandwidth sliding 

window, KD-tree and KNN algorithm are also used in IMS for 

better accuracy and better clustering results. The time complexity 

of our IMS is more than MS, but accuracy is much higher. So, in 

the future, we try to reduce our IMS algorithm's time complexity 

and try it on more complex datasets. 
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ABSTRACT   

This paper exhibits performance of power of photovoltaic (PV) module in the case of shading effect. A comparison is made with 

performance of power of PV module void of MPPT solution. From the MATLAB simulation it is found that around 9.92% more 

average power generation is possible if MPPT (maximum power power point) solution is taken. To take the effect of partial shading a 

variation of irradiance profile has been proposed since change of irradiance causes the variation of output power to a great extent. Again 

to observe the performance of output power with MPPT Fuzzy logic control has been introduced for making the tracking fast and 

accurate. Mamdani control has been chosen as a technique for fuzzy controller. On top of this, mathematical structure of PV module 

has been prepared in MATLAB simulink to see output preview of PV module and this module has been linked to the fuzzy logic system 

to trace the peak power. In the simulation process the instantaneous power, average power and percentage power development are 

being analyzed with figures. 

Keywords: Power, Module, MPPT, Fuzzy, PV. 
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1. Introduction   

In the modern age renewable energy sources are playing 

vital role. And sun energy is treated as a best resource among all 

energy sources with less carbon emission [1]-[2]. That’s why sun 

power is considered as one of big potential energy sources in 

earth making future aspect for consideration as inexhaustible 

main source of power [3]-[4]. The PV module efficiency mainly 

depends upon the materials used in solar cells and technical 

arrangement of the cells in module. At this moment, the 

efficiency of PV module is in range of 12 to 29% for conversion 

of sunlight to electricity [5]. For getting optimum energy from 

photovoltaic module, it is needed to run the module at maximum 

power using MPPT (Maximum power point tracking) followed 

by several common techniques like 1) perturb and observe 

process [6]-[8]; 2) incremental conductance process [9]-[10]; 3) 

fuzzy logic [11] and neural network process [12]. 

Implementation of fuzzy and  neural networks for the control of 

MPPT is an outstanding field for research. These processes 

related to artificial intelligence are suitable for promoting the 

tracing capability as regard to present conventional processes 

[12]. 

Fuzzy as a part of Artificial Intelligence takes its origin by 

professor Lofti Zadeh who produced fuzzy set principle in 1965 

[13]. Among artificial intelligence based processes fuzzy has 

some advantages so that the algorithm for MPPT can be obtained 

easily [14]. For maximization power of  pv module with control 

of the duty cycle ratio in the profile of the PV & IV curve. Perturb 

and observe method [15] as well as the incremental and 

conductance method utilized as the common MPPT techniques 

inhibits step length for selection of the duty cycle [16]. So step 

size controls the MPPT operation to a great extent because for 

small step size the tracking process goes down the speed while 

for the large step size the fluctuation on maximum power point 

occurs.  

For this reason to control the step size it is important to apply 

the intelligence technique like fuzzy logic and adaptive neuro 

fuzzy technique so that step size can be adapted according to the 

requirement [17]-[33]. Fuzzy is normally utilized to activate 

system as human control in an automation fact. Fuzzy is capable 

for controlling step size by empirical methods and professional 

knowledge without the necessary understanding the detailed 

mathematical model of the existing plant. The input_output 

parameters of the required system are largely responsible to 

enhance effectiveness of fuzzy in determination of MPPT with 

control of duty cycle command.  

Though there are a good number of various input variables 

for MPPT algorithm input, slope of PV curve for photovoltaic 

cell  is taken as the most utilized variable of input [22]-[24],[29]. 

Fuzzy is considered as most preferable method for seeking the 

maximum power of the pv system for ensuring stability and good 

response rate. For better output of Fuzzy control method, 

researchers are more intended to find MPPT solution with the 

Fuzzy logic in their various publications [34]-[35].  The fuzzy 

inherited MPPT algorithm is provided by researcher for 

effectiveness & robustness of PV system [36]-[37]. Actually the 

main problem is about to selection of the step size for MPPT 

tracking process in various methods of MPPT tracking system. 

In Fuzzy system this problem can be solved to a great extent 

since Fuzzy has a good platform to analyze the step size as the 

requirement base in decision making process. 

In this paper the MPPT solution is made using Fuzzy logic 

to seek the power performance as well as effectiveness of the PV 

module having consideration of various factors. Also this paper 

tries to show the partial shading effect of photovoltaic module 

with MPPT solution followed by fuzzy logic control.. 

https://doi.org/10.38032/jea.2021.01.002
http://creativecommons.org/licenses/by-nc/4.0/
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Fig. 1 Electrical equivalent circuit diagram for photovoltaic cell 

[40]. 

2. PV Cell Modeling 

For the simulation process it is important to draw the 

electrical equivalent network. Fig. 1 explains electrical 

equivalent circuit for solar cell. The mathematical equation for 

current of photovoltaic cell is given by Equation (1) [38]. 
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Where Iph expresses light generated current, IS represents 

dark current saturation, q is charge of electron (1.6×10-19 C), k is 

Boltzmann’s constant =1.38×10-23J/k, TC acts as working 

temperature of cell, A is ideality factor, Rsh  is shunt resistance 

and RS is series resistance.  

 

Fig. 2 Basic concept for fuzzy logic control. 

 

Fig. 3 Simulink model for fuzzy interface. 

The photo current depending on the solar radiation and 

working temperature is provided by Equation (2) [38].  

n
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Where ISC is the short circuit current at 25°C, KI is the 

temperature coefficient of short circuit current, Tref is the 

reference temperature and G is the solar radiation in kW/m2 and 

Gn is nominal solar radiation at STC in kW/m2. Furthermore, 

saturation current of cell is shown in Equation (3) [38]. 
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Where IRS represents the reverse saturation current at Tref, 

EG is the band-gap energy. 

The reverse saturation current of cell depending on Voc and 

Isc is given by Equation (4) [39]. 
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(4) 

Where VOC = the open circuit voltage of the PV cell. The 

Equation (5) is expressing the thermal voltage. 

q

kT
V C

t 
 (5) 

3. PV Array Modeling 

The photovoltaic array is defined as the series or parallel 

arrangement of the photovoltaic modules. The photovoltaic 

module taken for software simulation produces optimum 

output of 100W. For obtaining output power at expected 

voltage and current, the series and parallel arrangement of the 

photovoltaic modules needs to be observed accurately. The 

current equation of the photovoltaic array with NS series and NP 

parallel is provided by Equation (6).            
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4. MPPT using Fuzzy 

For implementation of the fuzzy logic some parameters are 

needed to consider. Fig. 2 shows the overall concept of the fuzzy 

logic which is implemented to find out the duty cycle in PV 

system. Here Mamdani controller is used as a decision maker. 

And centroid method is utilized for defuzzification purpose. Two 

membership functions are used as the input for this fuzzy 

controller. These two variables are duty cycle and the power 

difference. Finally the output parameter is set as the update step 

size in terms of duty cycle. 

 

Fig. 4 Membership function of duty cycle input ΔDk-1. 

Fig. 3 represents the preview of fuzzy logic controller in 

MATLAB simulink where two input variables (Duty cycle, 

Power) are taken as fuzzy input and one output variable (Duty 

cycle) is taken as fuzzy output. All membership functions are 

given in Fig. 4 - Fig. 6 respectively. Fig. 4 shows that total eleven 
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levels are used for using as the various category of the duty cycle 

input variable. These levels are treated as NB (Negative big), NM 

(Negative medium), NMM (Negative medium medium), NS 

(Negative small), NSS (Negative small small), ZE (Zero), PSS 

(Positive small small), PS (Positive small), PMM (Positive 

medium medium), PM (Positive medium), PB (Positive big). 

Similarly Fig. 5 shows total five levels of variation used as the 

membership function for the input power difference. And finally 

Fig. 6 shows that total eleven levels of variation for the output 

variable as the membership function for the output duty cycle. 

Furthermore Table 1 shows the rules for decision maker used as 

Mamdani controller in this paper. The rules are read as 

If ΔPk is NB and ∆Dk−1 is NB then ∆Dk is PM 

If ∆Pk is NB and ∆Dk−1 is NM then ∆Dk is PMM 

If ∆Pk is NB and ∆Dk−1 is NS then ∆Dk is PSS 

………………………………………………………….. 

If ∆Pk is PB and ∆Dk−1 is PB then ∆Dk is PM. 

Finally Fig. 7 shows the implementation of fuzzy logic in 

PV system in the manner of MATLAB simulink model. 

 

 

Fig. 5 Membership function of power input ΔPk 

 

Fig. 6 The membership function of duty cycle output ΔDk  

Table 1 Rules for Fuzzy control 

Δ
P

k 

∆Dk−1 

 NB NM NMM NS NSS ZE PSS PS PMM PM PB 

NB PM PMM PS PSS PSS NB NSS NSS NS NMM NM 

NS PM PMM PS PSS PSS NS NSS NSS NS NMM NM 

ZE NB NM NMM NS NSS ZE PSS PM PMM PM PB 

PS NM NMM NS NSS NSS PS PSS PSS PS PMM PM 

PB NM NMM    NS NSS ZE PS PSS PSS PS PMM PM 

 

 

Fig. 7 Fuzzy implementation model in Simulink 

 

Fig. 8 Irradiance profile for producing partial shading effect. 

 

Fig. 9 Output power curve for shading effect without MPPT. 

5. Results from Simulation  

For purpose of simulation, CSS-MSP-100M-36 is taken as 

solar module. Fig. 8 is standing for showing the solar radiation 

preview at a certain period to produce the partial shading criteria. 

The power output is represented by Fig. 9 under the condition of 

partial shading. From the simulation it is seen that around 87 watt 

of power can be generated as the maximum. And at around 25 

watt of power around 57 watt of power simulation shows 

deviation of power due to application of the partial shading effect 

in the PV module.   
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Fig. 10 Output power curve shading effect with MPPT. 

 

Fig. 11 Average power curve for partial shading effect with 

MPPT. 

 

Fig. 12 Average power curve for partial shading effect without 

MPPT. 

 

Fig. 13 Development of percentage of power under partial 

shading effect due to MPPT. 

Whereas Fig. 10 is showing the partial shading power profile 

under MPPT solution handled by fuzzy controller. The 

simulation obtained in this figure tries to investigate the power 

with MPPT tracking where two power peaks are obtained at 

around 87 watt and at around 67 watt of power. From Fig. 11 it 

is seen that average power is varied in the range of 59 watt to 

66.5 watt with MPPT whereas Fig. 12 shows that this range is 

lying in range of 33 watt to 60 watt without MPPT solution. 

Finally Fig. 13 represents the output power development in the 

terms of percentage with MPPT solution for partial shading 

effect. From the simulation process it is noticed that a lowest 

power peak is obtained at around 9% of power development. 

6. Conclusion  

To investigate the power performance under partial shading 

effect on PV module, fuzzy logic control is used as the MPPT 

solution. Since fuzzy has a good scope for selection of the step 

size as the requirement after processing the input variables in the 

decision making process, it is a good scope to track the maximum 

power from the PV module. From the MPPT solution it is found 

that around 84% as maximum and around 10% as minimum 

output power can be developed. Furthermore more research 

works are needed to seek power output under partial shading. A 

good number of factors such as temperature, series resistance of 

PV cell, ideality factor, clearness index etc are needed to observe 

the overall performance of PV module. 
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ABSTRACT   

From the last few decades, the study of natural fiber composite materials has been gaining strong attention among researchers, 

scientists, and engineers. Natural fiber composite materials are becoming good alternatives to conventional materials because of their 

lightweight, high specific strength, low thermal expansion, eco-friendly, low manufacturing cost, nonabrasive and bio-degradable 

characteristics. It is proven that natural fiber is a great alternative to synthetic fiber in the sector of automobiles, railway, and aerospace. 

Researchers are developing various types of natural fiber-reinforced composites by combining different types of natural fiber such as 

jute, sisal, coir, hemp, abaca, bamboo, sugar can, kenaf, banana, etc. with various polymers such as polypropylene, epoxy resin, etc. as 

matrix material. Based on the application and required mechanical and thermal properties, numerous natural fiber-based composite 

manufacturing processes are available such as injection molding, compression molding, resin transfer molding, hand lay-up, filament 

welding, pultrusion, autoclave molding, additive manufacturing, etc. The aim of the paper is to present the developments of various 

manufacturing processes of natural fiber-based composites and obtained mechanical properties. 

Keywords: Natural Fiber Composites, Manufacturing Processes, Mechanical Properties. 
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1 Introduction   

The research field of Natural Fiber Composites (NFC) has 

been increased due to its higher prospectus and are considering 

nowadays as the alternatives of carbon or glass fiber composites. 

Among extensive applicable fields, the demand for NFC, 

especially in the automotive industry is increasing 

comprehensively because of sound attenuation capability and 

lightweight, results in better fuel efficiency. NFC does not only 

reduce the weight of the vehicle but also lower the cost and 

energy needed for its production by 80% [1]. NFC can also be 

used to fabricate furniture, tiles, and marine piers [2]. However, 

the natural fiber composites have some distinct disadvantages 

over glass fiber composites such lower load capability, higher 

moisture absorption, and lower processing temperature [2],[3].  

Between plant and animal fiber, the former one gives more 

strength and stiffness rather than the later one though silk, a plant 

fiber is relatively expensive [4]. The cellulose-based natural fiber 

such as ramie, flax, hemp can give higher mechanical properties 

than other. The selection of fiber for NFC depends on geography, 

for example, jute, flax fiber, kenaf, whereas hemp and ramie have 

more interest in Europe, andin Asia, sisal fiber gets the large 

interest. The mechanical properties of natural fiber vary with the 

chemical composition and chemical structure of the fiber, usually 

related to the fiber harvesting time, growing conditions, storage 

procedures, extraction method, and the chemical treatment prior 

to the product fabrication. Mechanical strength may be reduced 

by 15% when it is harvested 5 days later of optimum harvesting 

time [5]. In case of the extraction process, manually extracted 

fiber can show 20% higher strength than mechanically extracted 

[6]. To establish as alternatives of glass fiber, natural fiber should 

be collected as an optimum way in terms of time and process that 

can give closer strength to glass fiber.  

Apart from the fiber, one of the distinctive constituents of 

composites is the matrix, used as the binder in the laminate. 

Various thermoplastic materials such as polyvinyl chloride 

(PVC), polypropylene (PP), polyethylene, and polyolefin are 

being used in NFC [7]. Thermoset polymer materials such as 

epoxy resin, unsaturated polyester, VE resins, and phenol-

formaldehyde are used as matrices material as well though on 

small scale [8],[9]. Thermoset plastic exhibits better physical 

properties under the operating temperature of 200°C, the reason 

makes thermoplastics as matrices material more suitable [9].   

Surface modification of fiber by coupling agent and 

compatibilizer is an important step for producing NFC [10].It 

enhances the interfacial strength between fiber and matrices. 

Coupling agent creates strong bond in the interface by reacting 

with fiber and matrices simultaneously during processing time. 

Besides, polymeric compatibilizer is interfacial agent which 

grafts fiber and matrices onto the chain of polymer [11],[12]. The 

mechanical properties of NFC significantly depend on which 

coupling agent or compatibilizer is adhered [13],[14]. 

The manufacturing process plays an important role on the 

property of NFC [15]-[17]. Fiber lengths, product size, chemical 

treatment of fiber are the main parameters for selecting the 

manufacturing process associated with NFC [18]-[20]. Long 

fiber and large-size products follow open mold manufacturing 

processes like hand lay-up, automated tape laying, etc. for better 

mechanical and thermal properties [1],[21]. Relatively complex 

and small-scale NFC product made from short fiber through 

closed mold process such as injection molding, compression 

molding, transfer molding [19],[21]. Exceptionally short fiber is 

used in spray up open mold processing [22].  Strong fiber 

dispersion provides better interfacial bonding between fiber and 

matrices by reducing the void at this interface [23]. For 

overcoming this reason higher intensive mixing process like 

single screw extruder and twin-screw extruder are used [24]-

[26].  

In this article, the developments in the manufacturing 

process associated with NFC are reviewed. Conventional 

https://doi.org/10.38032/jea.2021.01.003
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manufacturing processes for NFCs are discussed in Section 2. 

Section 3 depicted the comparisons of selected mechanical 

properties from mentioned processes. Future research work is 

mentioned in Section 4. Finally conclusions are drawn in Section 

5. 

2  Manufacturing Processes 

Earlier, composite materials were produced directly by 

human hand [27],[28]. With the advancement of technology and 

increasing demand, it goes through semi-automated to automated 

processes like additive manufacturing. The closed mold 

processes are being famous in the current century because of 

higher precision, accuracy, and productivity [29],[30]. Injection 

molding, Compression molding, Resin transfer molding are the 

most commonly used manufacturing method of NFC material in 

recent days. Hand lay-up, autoclave, Pultruded, Filament wound, 

etc. are the special method for specific type products 

manufacturing. The hand lay-up process is substituted by 

automated tape laying process for its technological benefits [31]-

[33]. In this section of the report, various manufacturing 

processes of NFCs are upheld with manufactured composite's 

mechanical properties.  

2.1 Injection Molding 

In injection molding process, a specific amount of fiber and 

molten polymer is mixed into a mold cavity by sufficient force. 

Various studies have been done on the injection molding process 

[34]-[39]. In the injection molding process, both thermosets and 

thermoplastics polymer are used, but the process included with 

thermoset is difficult to execute [40],[41]. The process parameter 

of thermosets such as curing time, curing temperature, injection 

pressure, and injection torque were investigated by Deringer et 

al. [42] for epoxy-based natural fiber composite. An schematic 

setup of injection molding process is given in Fig. 1. 

 

Fig. 1 Schematic setup of injection molding process [43]. 

In a contrast, thermoplastic polymer-based natural fiber 

composites production is quite easier in the injection molding 

process [44]. The small pellets of the thermoplastic polymer are 

mixed with chopped fiber and feed into a hopper. The material 

thus passes through high temperature and high-pressure melting 

section by rotating screw (single screw extruder or twin-screw 

extruder). High temperature is responsible for melting the 

material and made it viscous fluid. Finally, it goes through the 

sprue nozzle into mold cavities due to the above-mentioned high 

pressure. After solidifying, the product ejects from the mold 

cavities. The screw-type extruder generates the required share 

force for the following purpose: 

(1) Generates heat to melt the pellets and reduced the friction 

between barrel, pellet, and screw [39],  

(2) Ensures better mixing of polymer matrices and fiber 

[11],  

(3) Push the mixture into the sprue nozzle through the mold 

cavities with sufficient force [11].  

It has been found that the increase of temperature reduced 

the share viscosity of biodegradable polymers [45].  

In the injection molding process, fiber length should be 

appropriate to transfer entire stress from matrices to fiber and 

better performance by following the formula [46]: 

 

𝐼𝑐 =
𝜎𝑓𝑢𝑑

2𝜏
 (1) 

 

where, 𝐼𝑐, 𝑑, 𝜏 and 𝜎𝑓𝑢 are critical fiber length, fiber 

diameter, shear stress at the interface of fiber and matrix and 

ultimate tensile strength of fiber respectively. 

It is reported that the mechanical property of NFC is 

maximum at an optimum fiber length. Due to the imperfect 

interfacial bonding between fiber surface and matrix, the 

property might not reach its highest value though the critical fiber 

length has been obtained from equation (1) [11]. Thus, it is 

mandatory to choose optimum fiber length for the injection 

molding process. Otherwise, a predetermined critical fiber length 

may cause fracture in matrices.  

Fiber orientation and residual stress in NFC are also 

important issues for unequal modulus distribution. Improper 

mixing, insufficient heating after injection may cause irregular 

fiber orientation and rapid cooling of molten polymer, excessive 

pressure at the mold section is accountable for growing residual 

stress [47]. This unexpected residual stress causes tensile stress 

at external surface of the product and compressive stress at 

intermediate region which is called injection-molded 

characteristic residual stress distribution49. Various studies have 

been performed in residual stress development factors [45],[48]-

[50]. It has been found that non-uniform temperature distribution 

along with whole molten polymer, higher pressure gradient, 

polymer chain orientation, unequal thermal expansion 

coefficient between fiber and matrices are major causes of 

building residual stress in NFC. The geometrical parameters like 

mold cavities, mold shape, mold size, mold vents which help to 

escape air babble, and injection gate location are also responsible 

for stress concentration [11]. On the other hand, non-uniform 

fiber orientation developed due to unequal thickness of mold 

which causes variation in properties through the final product. 

For more fiber concentrated region shows fiber dominating 

properties and molten polymer generates a complex flow 

geometry on upstream [51]. Mechanical properties of NFCs 

which are made by injection molding process from previous 

literatures are listed in Table 1.   

2.2 Compression Molding 

Compression molding (CM) is the oldest manufacturing 

process among all of them. Plastic products are produced at a 

very early stage by CM process. In the composite manufacturing 

industry, it achieves huge scopes parallelly for glass fiber and 

natural fiber [59],[60].Both thermoplastic and thermoset matrix 

natural fiber composites can be produced by CM [61]. There are 

two mold sections, upper and lower, in the CM process. The 

charge is placed at the lower section of mold and during the 

molding time the upper section press with sufficient pressure and 

temperature to get the shape inside the mold cavity. The CM 

process can be called the combination of autoclave and hot press 

process. Both short and long fiber composite can be produced by 

this process. Prepregs of thermoplastic material are laid in a 
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proper sequence on mold in autoclave process. Then the laminate 

is bagged in negative pressure and placed inside the autoclave. 

The laminate goes through heat and pressure cycle and after 

curing the desired composite is formed [62]. On the other hand, 

it is not necessary of closed the mold in hot press process [63]. 

In close mold, precut and measured amount of natural fiber are 

stacked with each other and placed in the mold cavity (see Fig. 

2).  

Table 1 Mechanical Properties of NFC prepared by Injection molding process 

Matrices  Fiber 

Fiber 

percentage (% 

mass) 

Tensile 

strength 

(MPa) 

Flexural 

strength 

(MPa) 

Young’s 

modulus 

(GPa) 

Flexural 

modulus 

(GPa) 

Reference 

PP Hemp 40 52 86 4 4 [52] 

PP Newsprint 40 53 94 3 4 [52] 

PP Kraft 40 52 90 3 4 [52] 

PP Flax 30 52 60 5 5 [53] 

PP* Flax 30 - 70 - 6 [54] 

PP Wood BKP 40 50 78 3 3 [55] 

PP Jute 60 74 112 11 12 [56] 

PA Cordenka 30 120 - 6 - [57] 

PLA Cordenka 25 108 - 4 - [58] 

PP Cordenka 42 90 - 4 - [58] 

PP = Polypropylene, BKP = Bleached Kraft Pulp, PA = Polyamide, PLA = Polylactide Acid 

*High molecular weightmaleic acid anhydride modified PP. 

Table 2 Mechanical Properties of NFC prepared by Compression molding process 

Matrices  Fiber 

Fiber 

percentage (% 

mass) 

Tensile 

strength 

(MPa) 

Flexural 

strength 

(MPa) 

Young’s 

modulus 

(GPa) 

Flexural 

modulus 

(GPa) 

Reference 

PP Kenaf 30 46 58 5 4 [10] 

UP PALF 30 53 80 2 3 [65] 

Epoxy Harakeke 45 136 155 11 10 [66] 

Epoxy Hemp 50 105 126 9 8 [66] 

Epoxy Hemp 65 113 145 18 10 [67] 

Epoxy Hemp 65 165 180 17 9 [67] 

PP Hemp 46 - 127 - 11 [68] 

PLA Hemp 30 83 143 11 7 [67] 

PLA Kenaf 40 82 126 8 7 [69] 

PHB Kenaf 40 70 101 6 7 [69] 

PLA Hemp 30 77 101 10 7 [69] 

PLA Kenaf 80 223 254 23 22 [70] 

Epoxy Sisal 73 410 320 6 27 [71] 

Epoxy Sisal 77 330 290 10 22 [71] 

Epoxy Harakeke 55 223 223 17 14 [72] 

Epoxy Harakeke 52 211 - 15 - [73] 

PLA Harakeke 30 102 - 8 - [66] 

Epoxy Flax 50 290 248 24 22 [42] 

Epoxy Flax 40 34 90 - - [74] 

Epoxy Bamboo 40 23 58 - - [74] 

UP Flax 58 304 - 30 - [75] 

PP Flax 50 40 - 7 - [76] 

UP PALF 30 53 80 2 3 [65] 

PHB Lyocell 30 66 105 5 5 [69] 

UP = Unsaturated Polyester, PLAF = Pineapple Leaf Fiber, PHB = Poly (3-Hydroxybutyrate). 
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Fig. 2 Schematic setup of compression molding process [64]. 

In the CM process, BMCs and SMCs are the consecutive 

initial charge of this molding process. Around 30 to 70% of the 

lower mold cavity is filled up by this initial charge [62]. 

Sufficient pressure is applied before getting high temperature. In 

that case, some fiber may fracture when excessive pressure is 

applied before molten of matrices. After applying heat, it gets 

cool and removed from the mold cavity. Lots of studies had been 

done to find out the prospects of using renewable polymer and 

natural fiber composite as a new form of bio-composite by 

compression molding process [34]-[37]. Zero shear stress, proper 

placing of fiber in the mold cavity, unwanted motion during 

processing ensure minimum fiber damage. To make large 

volume fraction of fiber, long fiber can be used. And for better 

reinforcement and lower shrinkage of molten material, short 

fiber and compound should be mixed with each other11. 

Mechanical properties of NFCs which are made by the CM 

process from previous literatures are listed in Table 2. 

 

Fig. 3 Schematic setup of resin transfer molding process [84]. 

2.3 Resin Transfer Molding 

In resin transfer molding (RTM), thermoset resin is used as 

matrices which is injected in mold cavity containing fiber (see 

Fig. 3). To avoid leakage, two halves of matching molds are 

clamped together with sufficient pressure. Generally, continuous 

or long fiber is used in the RTM process [30],[77]. Various 

studies have been done to find out the prospects of resin transfer 

molding process [29],[78]-[82]. The process parameter of 

thermosets such as curing time, curing temperature, heat flow, 

and degree of cure were investigated by Rouison et al. [30] for 

unsaturated polyester resin-based natural fiber composite. 

Dominating criteria of RTM are injection pressure, temperature, 

perform architecture of fiber, resin viscosity, fiber mat 

permeability, and mold configuration [11]. The main advantages 

of RTM over the other processes are requirement of lower 

temperature and abstinence of thermomechanical degradation 

[83]. Natural fibers have lower compaction than glass fibers 

which made an effect on the NFC properties of low density in the 

RTM process [83]. RTM is suitable for large volume production 

which is also cost-effective compared to other manufacturing 

processes [11]. Higher injection temperature and pressure 

reduces the RTM manufacturing cycle time. Though excessive 

pressure may deform the mold shape and excessive temperature 

may cause premature resign formation.  

In the RTM process, little clearance should be maintained 

between mold edges and fiber which adjust the fiber perform 

deformation. At the beginning stage of injection process, higher 

velocity difference exists which is reduced with respect to the 

time difference. The flow resistance is accountable for reducing 

this velocity difference [60]. Without increasing injection 

pressure, resin flow can be faster by using multiple injection 

gates. But, a large number of gates creates the process more 

complex and creates numerous bubbles in the meet point of flow 

fronts [85]. This void content area reduces the mechanical 

properties remarkably. To reduce the void in the product, the 

injection pot and mold need to remain vacuum before starting 

injection process.  

Besides, higher flow resistance creates an obstacle in flow 

path and flow goes into lower resistance channel for injection 

pressure hence the effect is escalated. Therefore, the required 

time at edge flow of bottom is increased which creates adverse 

effect to format spillage and dry spots [86].The average velocity 

field of resin flow may look smooth but the local velocity field 

can be varied point to point at microscopic scale. Local capillary 

pressure, permeability, non-uniform microstructures are the 

main reason for local velocity field roughness [87]. Mechanical 

properties of NFCs which are made by resin transfer molding 

process from previous literatures are listed in 

Table 3. 

 

Fig. 4 Schematic setup of hand lay-up process [96]. 

Mechanical properties of NFCs which are made by resin 

transfer molding process from previous literatures are listed in 

Table 4. 

2.4 Hand Lay-up  

Hand lay-up is older open mold manufacturing technic of 

natural fiber reinforcement composites compared to others [93]. 

Long and continuous natural, glass or carbon fiber composite 

materials can be prepared easily by this process for wide range 

size of products [27]. Hand lay-up has wide variation to orient 

fiber in different directions such as unidirectional, inclined or 

woven. Hybrid composites are made step by step in this process 

that types of composite gains strong attention in composites 

industry because of its less directional dependency and resistance 

to multiple types of stress [94].   

16



M. M. Billah, M. S. Rabbi and A. Hasan /JEA Vol. 02(01) 2021, pp 13-23 

 

 

In this process, antiadhesive agent is treated at mold surface 

to prevent polymer sticking and to release it easily [95].  In 

bottom and top section of the mold plate, a plastic sheet is placed 

to get smooth surface [96]. Then gel coat of matrix material is 

applied to the lower mold surface and the fiber which is in 

various orientation and chemically treated, is kept immediately 

on coat as shown in Fig. 4. Then, little amount of pressure is 

created by roller to removed trapped air bubbles from it. Fiber, 

matrix or both need to mix with ingredients which ensure 

stronger interfacial bond on this different material [97]. After 

fully cured of base material the hardened product is removed 

from mold cavity [78]. 

Table 3 Mechanical Properties of NFC prepared by Resin transfer molding process 

Matrices  Fiber 

Fiber 

percentage 

(% mass) 

Tensile 

strength 

(MPa) 

Flexural 

strength 

(MPa) 

Young’s 

modulus 

(GPa) 

Flexural 

modulus 

(GPa) 

Reference 

UP  Flax 39 61 91 6 5 [88] 

UP Jute  35 50 103 8 7 [88] 

Bio-epoxy Cellulose  - 92 727 9 27 [89] 

VE Flax yarn 35 111 128 10 10 [89] 

VE Flax yarn 24 248 - 24 - [90] 

UP Flax yarn 34 143 198 14 17 [90] 

Epoxy Flax 37 132 - 15 - [91] 

Epoxy Flax 46 280 - 35 - [92] 

Epoxy Flax 54 279 - 39 - [92] 

Epoxy Sisal 48 211 - 20 - [91] 

Epoxy Sisal 37 183 - 15 - [91] 

VE = Vinyl Ester 

Table 4 Mechanical Properties of NFC prepared by Hand lay-up molding process 

Matrices  Fiber 

Fiber 

percentage (% 

mass) 

Tensile 

strength 

(MPa) 

Flexural 

strength 

(MPa) 

Young’s 

modulus 

(GPa) 

Flexural 

modulus 

(GPa) 

Reference 

Epoxy Jute 36 102 53 3.8 4 [98] 

Polyester Jute 20 36 64 - - [99] 

Polyester Jute 30 41 71 - - [99] 

Polyester Jute 40 46 82 - - [99] 

UP Jute 14 23 - 4 - [100] 

PLA Bamboo 40 115 - 6 - [101] 

UP Bamboo 15 22 - 4 - [100] 

UP Kenaf 13 28 - 5 - [100] 

Epoxy Banana 40 108 72 - - [102] 

Epoxy Banana 50 113 65 - - [102] 

Epoxy Banana 60 98 77 - - [102] 

Epoxy Banana - 37 128 - - [103] 

Epoxy Coir 30 24 25 1 - [104] 

Epoxy Coir 40 21 14 1 - [104] 

Epoxy Coir 50 18 6 2 - [104] 

Polyester Rattan 10 16 48 - - [105] 

Polyester Rattan 18 12 31 - - [105] 

Epoxy Rattan 13 13 131 - - [103] 

Epoxy Flax 31 160 190 15 15 [90] 

2.5 Other Processes 

Depends on shape of the products, different types of 

processes are used to produce NFCs. Pultrusion, Filament 

wounding, Autoclave molding, and Vacuum bag molding are the 

most popular among the numerous methods. 

Pultrusion was developed at the middle of the twentieth 

century. The pulled fiber is impregnated by formulated resin in 

this process (see Fig. 5). Hollow cylindrical shape products are 
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mostly produced by pultrusion process. During the 

manufacturing process, the fiber experiencing high tension and 

thus results in higher production rate and great fiber orientation 

[106]. The long/continuous fibers are immersed in resin bath and 

goes through shaping die, here the curing of impregnated resin 

occurred [107]. Traditionally this process has higher consistency 

in quality, distribution, impregnation, and alignment of 

reinforcing fiber [108],[109]. Mechanical properties of NFCs 

which are made by pultrusion process from previous literatures 

are listed Table 5. 

 

Fig. 5 Schematic setup of pultrusion process [110]. 

 

Fig. 6 Schematic setup of filament wounding process [118]. 

Filament wounding (see Fig. 6) is another open molded 

manufacturing process which is most preferable for rotationally 

symmetric products from continuous fiber composites. This 

process is mostly used for glass and carbon fiber. Recently 

various study conducted to prove the ability of natural fiber uses 

too [111]-[116]. Mechanical properties of NFCs which are made 

by filament wounding process from previous literatures are listed 

in Table 5. A rotating mandril creats wounding of fiber on it 

which may be simple or helical. Helical and cross filament 

wounding provide better mechanical properties compared with 

simple one [117]. 

 

Fig. 7 Schematic setup of autoclave molding process [119]. 

Autoclave molding ensure higher accuracy and surface 

finish which is mostly used in aerospace industry from prepregs. 

A smooth polyester ply covers the both sides of laminates which 

enhances the surface quality of products (see Fig. 7).  A good 

sealing of whole assembly is provided by non-porous membrane 

where a porous film covers the top surface of laminate. To 

remove porosity and volatility of mold, vacuum pressure is 

crated inside membrane cover where temperature and pressure 

are controlled to provide exact cure and thermal equilibrium 

inside the mold. The process is cost intensive and slower 

compared to other process [119]. 

Mechanical properties of NFCs which are made by 

pultrusion, filament wounding, and autoclave molding process 

from previous literatures are listed in Table 5.

Table 5 Mechanical Properties of NFC  

Matrices  Fiber 

Fiber 

percentage 

(% mass) 

Tensile 

strength 

(MPa) 

Flexural 

strength 

(MPa) 

Young’s 

modulus 

(GPa) 

Flexural 

modulus 

(GPa) 

Process Reference 

Polyurethane Hemp 30 122 145 18 12 Pultrusion [106] 

Epoxy 
Flax 

hackled 
28 - 182 - 20 Pultrusion [90] 

PP Flax yarn 30 89 - 7 - Pultrusion [110] 

Epoxy Flax 52 191 - 28 - 
Filament 

wounding 
[112] 

EpoBioX Flax 48 152 - 2 - 
Filament 

wounding 
[112] 

PP Flax yarn 72 321 - 29 - 
Filament 

wounding 
[120] 

Epoxy Flax yarn 45 133 218 28 18 Autoclave [121] 
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Fig. 8 Comparative Tensile strength and Young’s Modulus of epoxy-flax composite from different processes. 

 

Fig. 9 Comparative Flexural strength and Flexural Modulus of Epoxy-Flax composite from different processes. 

 

Fig. 10 Comparative Tensile strength and Young’s Modulus of polypropylene-flax composite from different processes. 

3 Comparisons of Mechanical Properties 

Among all of the discussed natural fiber, flax fiber gives the 

highest mechanical properties. Consequently, the flax-based 

NFCs from various processes have more strength compared to 

others and utmost research has been done associated with it. In 

this article, adequate mechanical properties of flax-based NFCs 

with thermoplastics and thermosets binding have been upheld for 

comparison.  

Epoxy as a thermoset has higher mechanical properties but 

the process associated with it is little complex than 

thermoplastics. The properties are shown in Fig. 8 and Fig. 9 of 

epoxy-flax composites with various fiber percentages which are 

prepared from Compression Molding, Resin Transfer Molding, 

Filament Wounding, and Autoclave Molding. 

Short fiber composites behave like quasi-isotropic material 

additionally the mechanical properties in a random direction are 

slightly higher than long fiber composites. Contrastingly, long 

fiber composites have slightly lower mechanical properties with 

having strong directional dependency. As a result, compression 

molding short fiber composite has higher tensile strength than the 

other three processes. Pure epoxy has tensile strength of 82-

115MPa [122] and flax fiber can show maximum 1500MPa 

tensile strength while the minimum is 88MPa [123]. The fiber 

percentage can play a tremendous effect where the higher 
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strength flax fibers are used. Approximately similar fiber 

percentages are used in compression molding, filament 

wounding, and autoclave molding. Among all of them, 

compression molding gives the highest tensile strength which is 

51% higher than filament wounding. Contrastingly, Young’s 

modulus remains near about similar at every process except 

Resin transfer molding because of its lower fiber percentage. 

Besides, compression molding composite has comparative 

flexural strength with compared to others except pultrusion 

process. Though pultrusion process has lower fiber percentage, 

it shows comparatively higher flexural strength and flexural 

modulus. Approximately similar fiber percentages are used in 

compression molding, resin transfer molding and autoclave 

molding. Among all of them, compression molding gives higher 

flexural strength which is 13-36% higher than pultrusion and 

autoclave molding process.  

Polypropylene as a thermoplastic has lower mechanical 

properties but the process associated with thermoplastics is little 

easier than thermosets. The properties are shown in Fig. 10 of 

polypropylene-flax composites with various fiber percentages 

which are prepared from Injection molding, Compression 

molding, Pultrusion, and Filament wounding. 

The results show similar properties except Filament 

wounding because of the higher percentage of flax on it. The 

orientation of fiber in filament wounding is closely packed and 

orientated rather than compression molding and injection 

molding. Pultrusion process deal with long fiber which creates 

directional dependency but gives more strength compared to 

similar percentages of fiber in compression and injection 

molding. Pure polypropylene has only tensile strength of 35MPa 

[124] and flax fiber can show maximum 1500MPa tensile 

strength while the minimum is 88MPa [123]. The fiber 

percentage can play a tremendous effect on mechanical 

properties because of the higher properties of flax fiber compared 

to polypropylene. With increasing 1.5 times of fiber percentages 

from pultrusion to filament wounding tensile strength increased 

2.6 times as well as the tensile modulus.   

4 Future work 

Currently, natural fiber reinforced composites are suffering 

from lower mechanical strength, lower heat resistance, lower 

water, and moisture resistance. These properties are strongly 

dependent on adhesion between matrix and fiber. More the 

adhesion ensures more mechanical strength, more thermal 

resistance, more water, and moisture resistance. Suitable 

manufacturing processes, chemical, and physical treatments of 

fiber can enhance these properties of NFCs. The above 

mentioned conventional manufacturing process can give better 

properties when optimum process parameters and effective 

physical and chemical treatments of fibers are applied.  

5 Conclusion  

The advancement of natural fiber reinforced composite has 

become attractive for eco-friendly production. Uses of NFCs 

have been growing firstly in outdoor and as well as load-bearing 

applications because of its lightweight and higher specific 

strength. The manufacturing process associated with it, is 

developing for suitable and cost-effectiveness. Though it is 

uncertain to say which process and chemical treatment of fiber 

are most suitable for a specific product. This article addresses 

recent developments and issues associated with different natural 

fiber reinforced composite conventional manufacturing 

processes. However, researchers are trying to develop economic 

and effective manufacturing process like additive manufacturing 

for case dependent simultaneously trying to reduce the 

production time and to find the most suitable process parameters 

of individual case. This article addresses recent developments 

and issues associated with different natural fiber reinforced 

composite conventional manufacturing processes. Advance 

composite production is being enriched by injection and 

compression molding processes where complex geometrical 

shape can be manufactured with higher mechanical strength 

compared to others. Rely on this report, it can be remarked that, 

natural fibers are compatible for reinforcing various polymer for 

enhancing mechanical properties of it which can be used in wide 

range of sectors like automotive, housing, packaging, 

infrastructure etc.  
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ABSTRACT   

The most important index for Quality of Service (e.g. reliability, performance) is call drop which has not been accurately discussed 

before. Sometimes the network disconnects while talking on the phone, this disconnection is called a dropped call. The level of call 

drop of mobile operators in the every country has increased significantly lately. As a result, thousands of mobile phone users are 

suffering. To reduce call drop, at first the factors causing call drop have been identified in this paper. Based on these factors, a dropped 

call model has developed to find out the parameters associated with call drop. Then some existing techniques have analyzed 

mathematically to improve the different parameters of these factors to reduce call drop. Three main factors have been identified from 

the developed dropped call model causing call drops such as the lack of available channels, the poor signal quality and the handover 

failure. In this paper, mathematical analysis of cell splitting, cell sectoring and microcell zone concept have been provided to support 

extra connecting demand, ongoing service and to improve the signal to interference ratio. Also queuing handoff will be analyzed 

mathematically with justification to avoid disturbing service call drop. Simulation of a mathematical model of these call drop reduction 

techniques has performed using MATLAB software. 

Keywords: Cell Splitting; Cell Sectoring, Microcell Zone Concept, Quality of Service, Capacity, Signal to Interference Ratio. 
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1. Introduction   

Mobile companies cannot afford a large amount of network 

demands with increasing population density day by day [1]. For 

these reasons force termination of calls has to be implemented to 
support the traffic-congested area. So, now-a-days call drop 

reduction becomes our the main goal to ensure the best service 

in the wireless communication system. For call drop reduction, 

at first the factors causing call drop will have to be investigated. 

With the help of this investigation, the solution of call drop will 

be provided with mathematical proof. This research may help 

steer the mobile operators to improve the quality of the service 

with existing techniques that they will provide. 

Puru Gaur [1] published a paper on a review of menace of 

call drops in India and possible ways to minimize it. In that paper, 

they demonstrated the overall condition of call drops and 
possible ways such as cell splitting, cell sectoring, dynamic 

channel allocation and hybrid channel allocation were provided 

to minimize the call drops. But they did not give any 

mathematical proof analysis of their proposed methods. 

Ohaneme C.O, Onoh G.N, Ifeagwu E.N and Eneh [2] presented 

cell splitting as a technique of improving channel capacity and 

reducing blocking probability. But any solution regarding the 

signal to interference ratio problem was not provided. Jatin and 

Karishan Kumar [3] analyzed call dropping and handover 

problem in the cellular system. But any solution based on a 

mathematical model was not mentioned. This paper deals with 

various techniques such as cell splitting, cell sectoring, micro-
cell zone concept and queuing handoffs mechanism with a view 

to minimizing call drop probability within high density traffic 

area. The service coverage area has been maximized and 

interference has minimized in this work. The existing techniques 

will be verified mathematically. 

2. Methodology 

2.1 Identify factors causing call drop 

To develop a model to reduce call drop, the factors causing 

call drop have to be identified. The factors which are responsible 

casing call drop are given as follows. 

2.1.1 Increasing demand of wireless cellular connectivity 

The blocking probability increases with increasing the 

offered traffic intensity. This relationship can be found from 

Erlang B formula [4] given by equation (1) 

𝐵(𝑀, 𝐴) =
𝐴𝑀

𝐴!⁄

∑ (
𝐴𝑖

𝑖!
)𝑀

𝑖=0

⇒ 𝑀 

=
𝑙𝑜𝑔⁡[𝐵(𝑀, 𝐴)∑ (

𝐴𝑖

𝑖!
)𝑀

𝑖=0 ]

𝑙𝑜𝑔𝐴
× 𝐴!⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

(1) 

Where, 𝐵(𝑀,𝐴) is the lost call probability, 𝐴 is the traffic 

intensity which is offered in Erlangs and 𝑀 is the available 
number of channels. 

2.1.2 Handover Failure 

According to Hong and Rappaport model [5] the handoff 

rate is given by equation (2) 

𝜆𝐻𝐴𝑅 =
𝑃𝑁𝐶𝑂𝐻(1 − 𝐵𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑡𝑖𝑛𝑔)

1 − 𝑃𝑆𝐻𝐶(1 − 𝑃′𝑓𝑎𝑖𝑙𝑢𝑟𝑒)
𝜆𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑡𝑖𝑔 ⁡⁡ (2) 

 

http://creativecommons.org/licenses/by-nc/4.0/


M. A. Islam et al. /JEA Vol. 02(01) 2021, pp 24-34 

 

25 

 

Where, 𝜆𝐻𝐴𝑅 is the handoff arrival rate, 𝑃𝑁𝐶𝑂𝐻  is the 

probability of a new call required at least one handoff, 𝑃𝑆𝐻𝐶  is 

the probability of successfully handed call required another call, 

𝐵𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑡𝑖𝑛𝑔 is the originating call blocking probability, 𝑃′𝑓𝑎𝑖𝑙𝑢𝑟𝑒  

is the handoff failure probability, 𝜆𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑡𝑖𝑛𝑔  is the originating 

arrival call rate. If proper handover cannot be ensured, call drop 

occurs. Basically handover failure can be occurred due to 

mismanagement of cell allocation scheme of incoming requested 

call to be switched into another base station cell. 

2.1.3 Lack of signal strength 

When  a  user  enters  an  area  which  is  out  of  coverage  
or  having  inadequate  signal  strength  or  the  place  where  the  

signals  are interfered, interrupted  or jammed may cause call 

drop [1]. 

2.1.4 Co-channel Interference 

The signal to interference ratio may be reduced due to co-

channel interference which can be realized from the equation (3) 

[1].  

𝑆

𝐼
=
(3𝑁)

𝛾
2⁄

6
⇒
𝑆

𝐼
=

1

∑ (
𝐷𝑙
𝑅 )

−𝛾6
𝑙=1

⇒
𝑆

𝐼
= ⁡

1

6(𝑞)−𝛾

=
𝑞𝛾

6
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

(3) 

Where, 𝐷𝑙 is the distance between 𝑙𝑡ℎ interfering cell and 

mobile station, 𝑁 is the cluster size, 𝑅 is the cell radius,⁡𝛾 is the 

path loss exponent and 𝑞 is the frequency reuse ratio. 

2.2 Dropped call model 

Now dropped call model can be developed considering the 

factors that have previously discussed. Let, 𝜅𝑡 is the total entering 

traffic. A fraction of this entering traffic will be dropped which 

is known as dropped call probability denoted by 𝑃𝑑𝑟𝑜𝑝.Then the 

relation between the dropped call rate and dropped call 

probability [6] can be shown by equation (4) 

𝐷𝑟 = 𝜅𝑡 × 𝑃𝑑𝑟𝑜𝑝⁡ (4) 

The channel utilization factor 𝜚 is the ratio of traffic intensity 
to the number of channels and it can be found [6] by equation (5) 

𝜚 =
𝜅𝑡
𝑀
⁡ (5) 

The dropped call probability 𝑃𝑑𝑟𝑜𝑝 can be modeled [4] as 

given in equation (6) 

𝑃𝑑𝑟𝑜𝑝 = 1 −
1

𝑒𝜚 − 1
∑

𝜚𝑙

𝑙!
∫ 𝑓𝑇(𝑡)𝑒

−
𝐷𝑟𝑡
𝑙 𝑑𝑡

∞

0

∞

𝑙=1

⁡⁡⁡ (6) 

The model has revealed that the dropped call probability 

depends on the dropped call rate 𝐷𝑟, the utilization factor 𝜚 and 

the probability density function 𝑓𝑇(𝑡) of call duration which is 
normally terminated.  

Dropped call rate and Dropped call probability can be 

calculated with the help of equations (4) and (6). According to 

equation (4) and (6), the relationship between dropped call rate, 

dropped call probability and network traffic can be established 

shown in Fig. 1. As the network traffic increases, the dropped 

call rate and probability increase gradually. 

With different number of active users, the dropped call 

probability can be calculated from equation (6). For reducing 

Dropped Cal Probability, the capacity should be increased to 

support large number of users. According to equation (6), the 

dropped call probability increases as the number of active user 

increases gradually shown in Fig. 2. 

 

(a) 

 

(b) 

Fig. 1 Graph of (a) Dropped call rate versus Network traffic, (b) 

Dropped call probability versus Network traffic. 

 
Fig. 2 Dropped call probability versus number of active users. 
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Channel Utilization Factors can be found from equation (5) 

and with channel utilization factor (𝜚), the dropped call 

probability can be calculated from equation (6). From equation 

(5), the channel utilization factor depends on the total traffic. As 

the traffic intensity increases, the channel utilization factor also 

increases with the given number of channels and as a result the 
dropped call probability decreases which can be evaluated from 

the equation (6) shown in Fig. 3. 

 

Fig. 3 Dropped call probability versus channel utilization factor. 

2.3 Analysis of Techniques to reduce call drop  

Based on the dropped call probability model, different 

techniques such as cell splitting, cell sectoring and microcell 

zone concept can be applied to reduce the call drop. Here, the 

mathematical justification of these techniques have analyzed so 

that a network designer can design a cellular network based on 

this study.  

2.3.1 Cell Splitting  

When a large congested cell is subdivided into smaller cells 
with its own base station, the antenna height and transmitting 

power will be reduced. This process is known as cell splitting 

shown in Fig. 4. In cell splitting, the congested cells are 

subdivided into micro, pico and femto cells with own base station 

[4].   

 

Fig. 4 Cell splitting [4]. 

A base station covers the radio area which is known as cell. 

Cell can be in different shapes shown in Fig. 5.  

 

Fig. 5 Different cell model [4]. 

In most modeling and simulation, hexagonal cells [4] are 

used. The area of hexagon can be found by  

𝐴𝑟𝑒𝑎ℎ𝑒𝑥𝑎𝑔𝑜𝑛 =
3√3⁡𝑅2

2
 

 

Two shift parameters 𝑖 and 𝑗 (values can be 0, 1, 2. . . . , 𝑛.) 
are used to find out the location of co-channel cell located in the 

neighborhood region separated by 600 shown in Fig. 6 and Fig. 
7.  

 

Fig. 6 Shift Parameters i and j in hexagonal network. 

 

Fig. 7 Locating co-channel cells when i=3 & j=2. 

To develop the relationship between cluster size and shifting 

parameters 𝑖⁡𝑎𝑛𝑑⁡𝑗, let 𝑅 be the distance between the center of a 

regular hexagon to any of its vertex and 𝑑⁡be the distance  

between  the  centre  of  two  neighboring  hexagons,  and  
following  steps  are followed while calculating the size of a 

cluster 𝑁. 
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Fig. 8 Distance between two adjacent cells. 

 

Fig. 9 Relationship between N and shift parameters (i & j). 

From the geometry of the Fig. 8, 𝑂𝐴⁡ = ⁡𝑅 and  𝐴𝐵⁡ = ⁡𝑅/2. 

Then, 𝑂𝐵⁡ = ⁡𝑂𝐴⁡ + ⁡𝐴𝐵⁡ = ⁡𝑅⁡ + ⁡𝑅/2⁡ = ⁡3𝑅/2.⁡ In right-

angled ∆⁡𝑂𝐴𝑃,𝑂𝑃⁡ = ⁡𝑂𝐴 𝑠𝑖𝑛600 = 
√3

2
𝑅. Let the distance 

between the centers of two neighboring hexagonal cells, 𝑂𝑄, be 

denoted by 𝑑, then, 𝑂𝑄⁡ = ⁡𝑂𝑃⁡ + ⁡𝑃𝑄⁡(𝑤ℎ𝑒𝑟𝑒⁡𝑂𝑃⁡ = ⁡𝑃𝑄).  

Therefore,  𝑑 = [
√3

2
𝑅 +

√3

2
𝑅]= √3⁡𝑅. 

 

The area of a hexagonal cell with radius R is given as 

𝐴𝑠𝑚𝑎𝑙𝑙⁡ℎ𝑒𝑥𝑎𝑔𝑜𝑛= (
3√3

2
)𝑅2. Using cosine formula  ∆⁡𝑋𝑌𝑍 in Fig. 

9, we have, 𝑋𝑍2 = 𝑋𝑌2 + 𝑌𝑍2 − 2(𝑋𝑌)(𝑌𝑍)𝑐𝑜𝑠1200 

⇒ 𝐷2 = (𝑖 × 𝑑)2 + (𝑗 × 𝑑)2 − 2(𝑖 × 𝑑)(𝑗 ×

𝑑) (−
1

2
) = 3𝑅2(𝑖2 + 𝑗2 + 𝑖 × 𝑗)⁡⁡⁡⁡⁡⁡⁡                                                       

(7) 

Where, 𝐷 is the distance between a particular cell and 

nearest co-channel cells. To find the area of a large hexagon, 

𝐴𝑙𝑎𝑟𝑔𝑒⁡ℎ𝑒𝑥𝑎𝑔𝑜𝑛 , joining the centers of the six nearest neighboring 

co-channel cells, a large hexagon is formed with radius equal to 

D, which is also the co-channel cell separation shown in Fig. 10. 

The area of the large hexagon having a radius of D can be 

given as  

𝐴𝑙𝑎𝑟𝑔𝑒⁡ℎ𝑒𝑥𝑎𝑔𝑜𝑛 = (
3√3

2
) × 𝑅2 = (

3√3

2
) × 𝐷2

= (
3√3

2
) × 3𝑅2(𝑖2 + 𝑗2 + 𝑖 × 𝑗) 

 

Fig. 10 Larger hexagon in the first tie [4]. 

 

Fig. 11 Number of clusters in the first tier for N=7. 

 Number of cells in large hexagon, 

𝐿 =
𝐴𝑙𝑎𝑟𝑔𝑒

𝐴𝑠𝑚𝑎𝑙𝑙
=

(
3√3

2
)×3𝑅2(𝑖2+𝑗2+𝑖×𝑗)

(
3√3

2
)×𝑅2

= 

3(𝑖2 + 𝑗2 + 𝑖 × 𝑗) 

 

It can be seen from Fig. 11, the total number of cells 

enclosed by the larger hexagon is 

𝐿 = 𝑁 + 6 × [
1

3
× 𝑁] = 𝑁 + 2𝑁 = 3𝑁 = 3(𝑖2 + 𝑗2 + 𝑖 × 𝑗) 

⇒ 𝑁 = (𝑖2 + 𝑗2 + 𝑖 × 𝑗)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (8) 

Where, 𝑖 and 𝑗 are the shift parameters and 𝑁 is the cluster 

size. The co-channel interference depends on the frequency reuse 

ratio shown in Fig. 12 and is given [6] by equation (10). 

𝑞 =
𝐷

𝑅
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (9) 
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Fig. 12 Frequency reuse distance. 

 

Fig. 13 Distance between two adjacent cells [4].  

Let d be the distance between two cell centers of 

neighboring cells shown in Fig. 13. Therefore, putting 𝑑 = √3𝑅 

and the relationship between 𝐷, 𝑑, and shift parameters is 

𝐷2 = 3𝑅2(𝑖2 + 𝑗2 + 𝑖 × 𝑗) = 3𝑅2𝑁 

 ⇒ 3𝑁 =
𝐷2

𝑅2
= (

𝐷

𝑅
)2 = 𝑞2 ⇒ 𝑞 = √3𝑁⁡⁡⁡⁡⁡⁡  

(10) 

2.3.2 Cell Sectoring 

The radio signals with equal power strength are transmitted 

to all directions in omni-directional antennas.  But it is arduous 

to design this type of antennas. The directional antennas can be 

implemented to cover a region of 60 degrees or 120 degrees 
shown in Fig. 14. 

 

Fig. 14 Cell sectoring [5]. 

The cells which are served by them are called sectored cells. 

There are two cases for observing the SIR performance with cell 

sectoring methods. In omni-directional case, the signal to 

interference ratio can be written [4] by equation (11). 

𝑆

𝐼
=

𝑅−𝛿

2(𝐷 − 𝑅)−𝛿 + 2𝐷−𝛿 + 2(𝐷 + 𝑅)−𝛿
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (11) 

Where, 𝛿 is the exponent of path loss. In three-sector case, 

the cell is divided into three sectors with three 120 degree 

directional antennas. Two interferers can be occurred in this case. 

Then, the signal to interference ratio can be written as equation 
(12).   

𝑆

𝐼
=

𝑅−𝛿

𝐷−𝛿 + (𝐷 + 0.7𝑅)−𝛿
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (12) 

For six sector case, the cell is divided into six sectors with 

six 120 degree directional antennas.  Only one interferer can be 

occurred in this case. Then, the signal to interference ratio will 

be as given in equation (13).   

𝑆

𝐼
=

𝑅−𝛿

(𝐷 + 0.7𝑅)−𝛿
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (13) 

2.3.3 Microcell Zone Concept 

The problem of sectoring can be addressed by another 

technique called the microcell zone concept shown in Fig. 15. A 

cell can be subdivided into micro cells per zone in this concept.  
Each microcell is coupled to the same base station unlike cell 

splitting through fiber optic line or microwave link. A directional 

antenna is used by each zone. When a cell phone makes a journey 

from one zone to another, the same channel will be retained. As 

a result no handoff is done.  

 

Fig. 15 Microcell zone concept [4]. 

In microcell zone method, no handoff is needed, because all 
zones are connected to the same Base-station (BS). Moreover, 

antennas use lesser transmitting power and they are directional. 

Thus Co-channel Interference (CCI) is decreased and signal 

quality and capacity is are improved. Thus call drop can be 

reduced. The base station is just switching from one microcell to 

another. By microcell zone technique, the system capacity can be 

defined by equation (14). 

𝑆𝑦𝑠𝑡𝑒𝑚⁡𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦
= 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦⁡𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒⁡𝑓𝑎𝑐𝑡𝑜𝑟
× 𝑛𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑠𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟 

(14) 
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2.3.4 Queuing of handoffs: 

Instead of rejecting the handoff request calls, the request can 

be queued, when the new cell sites will busy. It is more fruitful 

algorithm than two-level handoff algorithm [4].  

Let, 
1

𝜉
 is the mean calling time involving new requesting call 

and existing call for handoff expressed in seconds, 𝜅1 is the 

coming rate for originating calls, 𝜅2 is the coming rate for 

requesting calls of handoff, 𝑄1 is the queue size of originating 

calls, 𝑄2 is the queue size of requesting calls of handoff, and 𝑀 

is the number of audio channels [4]. 

𝐴 =
𝜅1+𝜅2

𝜉
, 𝑎1 =

𝜅1

𝜉
, 𝑎2 =

𝜅2

𝜉
 

To observe the enhancement of handoff administration, the 

following three cases can be considered.  

Case-1: When the originating calls and the requested 
handoff calls have no queue policy, then the blocking probability 

of originating and requested handoff calls will be [4] 

𝐵𝑜 =
𝐴𝑀

𝑀!
𝑃(0); ⁡𝑃(0) = (∑

𝑎𝑀

𝑚!

𝑀

𝑚=0

)

−1

⁡⁡ (15) 

Case-2: When the originating calls are queued but the 

handoff calls are not queued, the blocking probability of 

originating calls [4] will be 

𝐵𝑜𝑞 = (
𝑎1
𝑀
)
𝑄1

𝑃𝑞𝑢𝑒𝑢𝑒(0);⁡𝑃𝑞𝑢𝑒𝑢𝑒(0) 

= [𝑀!∑
𝐴𝑚−𝑁

𝑚!
+

1−(
𝑎1
𝑀
)𝑄1+1

1−(
𝑎1
𝑀
)

𝑀−1
𝑚=0 ]−1⁡  

(16) 

Also the blocking probability of requested handoff calls will 

be 

𝐵𝑜ℎ =
1− (

𝑎1
𝑀)

𝑄1+1

1 − (
𝑎1
𝑀)

𝑃𝑞𝑢𝑒𝑢𝑒(0);⁡𝑃𝑞𝑢𝑒𝑢𝑒(0)

= [𝑀! ∑
𝐴𝑚−𝑀

𝑚!
+
1 − (

𝑎1
𝑀)𝑄1+1

1 − (
𝑎1
𝑀)

𝑀−1

𝑚=0

]−1⁡ 

(17) 

Case-3: When the requested handoff calls are queued but 

the originating calls are not queued, then the blocking probability 

of requested handoff calls [4] will be 

𝐵ℎ𝑞 = (
𝑎2
𝑀
)
𝑄2
𝑃𝑞𝑢𝑒𝑢𝑒(0);⁡𝑃𝑞𝑢𝑒𝑢𝑒(0)

= [𝑀! ∑
𝑎𝑚−𝑀

𝑚!
+
1 − (

𝑎1
𝑀)𝑄1+1

1 − (
𝑎1
𝑀
)

𝑀−1

𝑚=0

]−1 
(18) 

Also the blocking probability of originating calls will be 

𝐵ℎ𝑜 =
1− (

𝑎2
𝑀
)
𝑄2+1

1 − (
𝑎2
𝑀)

𝑃𝑞𝑢𝑒𝑢𝑒(0);⁡𝑃𝑞𝑢𝑒𝑢𝑒(0)

= [𝑀! ∑
𝐴𝑚−𝑀

𝑚!
+
1 − (

𝑎1
𝑀)𝑄1+1

1 − (
𝑎1
𝑀)

𝑀−1

𝑚=0

]−1⁡ 

(19) 

3. Result and Discussion 

Dropped call rate and dropped call probability has been 

calculated using equations (4) and (6) shown in Table 1. 

Table 1 Dropped call rate and dropped call probability versus 

network traffic. 

Network Traffic, 

𝝀𝒕 
Dropped Call 

Rate, 𝑽𝒅 

Dropped Call 

Probability,𝑷𝒅 

0 2.02 2×10-5 

1 2.05 5×10-4 

2 2.1 5×10-3 

3 2.15 2.5×10-2 

4 2.2 2×10-2 

5 2.25 1.25×10-2 

With different number of active users, the dropped call 
probability can be calculated from equation (6) shown in Table 

2.  

Table 2 Dropped call probability versus number of users. 

Number of Users, 𝒌 Dropped Call Probability, 𝑷𝒅 

10 2.605×10-2 

15 2.620×10-2 

20 2.642×10-2 

25 2.660×10-2 

30 2.665×10-2 

Channel utilization factors can be found from equation (5) 

and with channel utilization factor (𝜌), the dropped call 

probability can be calculated from equation (6) shown in Table 

3.  

Table 3 Dropped call probability versus channel utilization 

factor. 

Channel Utilization 

Factor, 𝝆 

Dropped Call Probability, 

𝑷𝒅 

0.96 1.7 % 

0.92 3.5 % 

0.90 3.9 % 

0.88 4.5 % 

0.86 5.3 % 

0.84 6.1 % 

3.1 Mathematical analysis of cell splitting  

Let, the total coverage area is 2000⁡𝑘𝑚2, total available 
channel is 320, call holding time is 120 seconds, path loss 

exponent is 4. Let the cell radius is 8 km and the frequency 

pattern is (2,1). 
From equation (7), the distance between a particular cell and 

the nearest co-channel, 𝐷 = 36.66⁡𝑘𝑚 ≈ 37⁡𝑘𝑚. The 

frequency reuse ratio is ⁡𝑞 =
𝐷

𝑅
=

37

8
= 4.58. Area of small 

hexagon 𝐴𝑠𝑚𝑎𝑙𝑙 =
3√3

2
𝑅2 =

3√3

2
× 82 = 166.2768⁡𝑘𝑚2 

For seven cells cluster, area⁡of⁡cluster = 166.3 × 7 =
1164.1⁡km2. Number of clusters for covering total area =
2000⁡𝑘𝑚2

1164.1⁡𝑘𝑚2 = 1.718 ≈ 2.  

System Capacity = 𝑛𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑐𝑙𝑢𝑠𝑡𝑒𝑟 ×
𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒⁡𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 = 640 
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The signal to interference ratio from equation (3), 
𝑆

𝐼
=

(3𝑁)
𝛾
2⁄

6
=

(3×2)
4
2⁄

6
= 7.78⁡𝑑𝐵 

Number of channels per cell site =
320

2
= 160 

From the Erlang B traffic table [7], for 160 channels, 

𝑇𝑟𝑎𝑓𝑓𝑖𝑐⁡𝑙𝑜𝑎𝑑 = 146.6⁡𝑒𝑟𝑙𝑎𝑛𝑔𝑠 

The number of calls per hour per cell is 
𝑁𝑐𝑎𝑙𝑙×120

3600
=

(1 − 0.02) × 146.6⁡𝑒𝑟𝑙𝑎𝑛𝑔𝑠   
⇒ 𝑁𝑐𝑎𝑙𝑙 = 4310.04 ≈ 4310 

Average call arrival rate, 𝜆 =
4310⁡𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠

3600
× 120 =

143.667.  

From Erlang B traffic table [7], Number of serving channels, 

N=162. 

Blocking probability from equation (1), 𝐵(𝑁, 𝐴) =
𝐴𝑁

𝐴!
⁄

∑ (
𝐴𝑖

𝑖!
)𝑁

𝑖=0

= 1.2% and  

The performance of cell splitting for this system can be 

summarized using equations from (7) to (10) as shown in Table 

4. 

Table 4 Performance of cell splitting technique. 

Parameters to be 

found 

Cell radius 

R=8 km R=4 km R=2 km 

Area of Clusters 1164.1 km2 
290.983 

km2 

72.74 

km2 

Number of Clusters 2 7 28 

Signal to 
Interference ratio 

(SIR) 

7.78 dB 18.66 dB 
30.70 

dB 

Blocking 

Probability 
1.2% 0.9% 0.02% 

System Capacity 640 2240 6960 

From Table 4, the performance of cell splitting technique 

can be discussed.  

The blocking probability decreases (see Fig. 16), as the 

number of channels increase. Thus the cellular capacity is 
increased that reduces the call drop. For 40 call requests, the 

blocking probability is increased compared to the 30 call requests 

with the same number of channels. If we further increase the 

number of channels with 40 call requests, the blocking 

probability will be decreased. 

 

Fig. 16 Blocking probability versus number of channels. 

Thus the handover failure rate can be successfully reduced 

in terms of call drop reduction method.   

The capacity of a cellular system can be found. As the 

number of cells increase, the capacity increases (see Fig. 17). 

Using cell splitting technique, the number of cells can be 

increased. 

 

Fig. 17 Capacity versus number of cells. 

With smaller size of the cell, a large number of users can use 

the cells. Thus higher capacity can be ensured in cell splitting 

technique. With increasing the number of cells, the number of 

clusters will be increased and hence the number of channels and 

capacity will be increased.  

According to equation (3), signal to interference ratio (SIR) 
in cellular network can be analyzed. As the cell radius increases, 

the cell reuse factor decreases and so the signal to interference 

ratio is reduced (see Fig. 18). If the cell is divided into many 

smaller cells, the cell radius is decreased and thus the signal to 

interference ratio is improved.  

There is restricted interference with small cells but there is 

huge interference with larger cells. As cell radius decreases, 

signal to interference ratio increases. So in a particular dense 

populated area, this technique can be used to improve the signal 

to interference ratio and reduces the effect of call drop. 

 

Fig. 18 SIR versus cell radius. 

3.2 Mathematical analysis of Cell Sectoring 

Assume that the frequency reuse pattern is (𝑖 = 2, 𝑗 = 1), 
path loss exponent 𝛾 = 4 and the radius of the cell is 2⁡𝑘𝑚. 

From equation (7), the distance between a particular cell and 

the nearest co-channel, 𝐷 = 9.165⁡𝑘𝑚. Frequency reuse ratio, 

𝑞 =
𝐷

𝑅
=
9.165⁡𝑘𝑚

2⁡𝑘𝑚
= 4.5825 
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From equation (11), with omni-directional antenna, the S/I 

ratio can be given as  

 
𝑆

𝐼
=

𝑅−𝛾

2(𝐷−𝑅)−𝛾+2𝐷−𝛾+2(𝐷+𝑅)−𝛾
⇒

1

2(𝑞−1)−4+2𝑞−4+2(𝑞+1)−4
=

18.7⁡𝑑𝐵 

From equation (12), with 1200 sectored antenna, the S/I 
ratio will be 

 
𝑆

𝐼
=

𝑅−𝛾

𝐷−𝛾+(𝐷+0.7𝑅)−𝛾
= 24.48⁡𝑑𝐵 

From equation (13), with 600 sectored antenna, the S/I ratio 
will be 

 
𝑆

𝐼
=

𝑅−𝛾

(𝐷+0.7𝑅)−𝛾
= 29⁡𝑑𝐵 

Assume traffic per user is 40 mErl or 0.04 Erl, the grade of 

service (GOS) is 2% and the total number of traffic channels is 

320.  
For omni-directional antenna with N=7: 

Voice channels per sector [6] =
𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑⁡𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠

𝐶𝑙𝑢𝑠𝑡𝑒𝑟⁡𝑠𝑖𝑧𝑒×𝑛𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑎𝑛𝑡𝑒𝑛𝑛𝑎
=

320

7×1
= 45.714 

Offered traffic load per cell [6]    

 = 𝑛𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑎𝑛𝑡𝑒𝑛𝑛𝑎 ×

𝑜𝑓𝑓𝑒𝑟𝑒𝑑⁡𝑡𝑟𝑎𝑓𝑓𝑖𝑐⁡𝑙𝑜𝑎𝑑⁡𝑝𝑒𝑟⁡𝑠𝑒𝑐𝑡𝑜𝑟⁡𝑤𝑖𝑡ℎ⁡2%⁡𝑏𝑙𝑜𝑐𝑘𝑖𝑛𝑔 =

1 × 36.1 = 36.5 

The traffic load will be  
𝑁𝑐𝑎𝑙𝑙×120

3600
= (1 − .02) × 36.5, or 

𝑁𝑐𝑎𝑙𝑙 = 358 

Offered traffic load (5), ⁡𝐴 =
𝑡𝑟𝑎𝑓𝑓𝑖𝑐⁡𝑟𝑒𝑞𝑢𝑒𝑠𝑡

3600
×

𝑐𝑎𝑙𝑙⁡ℎ𝑜𝑙𝑑𝑖𝑛𝑔⁡𝑡𝑖𝑚𝑒 =
358

3600
× 120 = 11.933 

From the Erlang-B traffic table [7], Number of serving 

channels, 𝑁 = 20 

Blocking probability (from equation (1)), 𝐵(𝑁, 𝐴) =
𝐴𝑁

𝐴!
⁄

∑ (
𝐴𝑖

𝑖!
)𝑁

𝑖=0

= 2% 

No of channels per cell=320/7=46.  

With 2% blocking, traffic supported per cell = 36.5 Erl and 

total no of users supported per cell= (36.5/0.04)=913. 

Assume that a cellular service provider decides to use a 

digital TDMA scheme which can tolerate a signal to interference 

ratio of 15⁡𝑑𝐵 in the worst case. The optimal value of N can be 

calculated for omni-directional antennas, 120° sectored antennas 

and⁡60° sectored antennas. Assume a path loss exponent⁡𝛾 = ⁡4.  

3.2.1 With omni-directional antenna  

Assuming six interferers from the first tire of co-channel 

cells. 

The value of N is  
𝑆

𝐼
=

(
𝐷

𝑅
)𝛾

𝐼0
=

(√3𝑁)𝛾

𝐼0
  ⇒ 𝑁 = 4.592.  

Since we have to choose higher possible value to satisfy the 

𝑆/𝐼 requirement,   

With 𝑁 = 7, 
𝑆

𝐼
=

(√3𝑁)𝛾

𝐼0
=

(√3×7)4

6
= 18.66⁡𝑑𝐵.⁡   

Where 18.66⁡𝑑𝐵 is better than the requirement. In this type 

of antenna, choose  𝑁 = 7 

3.2.2 With 120° Sectored antenna 

With 120° sectoring and N=4, there are 2 interferers in the 

first tier of co channel cells.  

Taking 𝐼0 = 2 in the expression, 
𝑆

𝐼
=

(√3𝑁)𝑛

𝐼0
=

(√3×4)4

2
=

18.57⁡𝑑𝐵 With 120° sectoring, the 𝑆/𝐼 obtained is better than 

required; so 𝑁 = 4 can be used. 

We have to again check for the frequency reuse pattern 
(𝑖 = 1, 𝑗 = 1)𝑎𝑛𝑑⁡𝑁 = 3.  

Taking 𝐼0 = 3 in the expression, 
𝑆

𝐼
=

(√3𝑁)𝑛

𝐼0
=

(√3×3)4

3
=

14.314⁡𝑑𝐵. Since it is lower than the required value; so 𝑁 = 3 

cannot be used. 

3.2.3 With 60° Sectored antenna   

With 60° sectoring and N=4, there are 1 interferer in the first 

tier of co-channel cells.  

Taking 𝐼0 = 1 in the expression, 
𝑆

𝐼
=

(√3𝑁)𝑛

𝐼0
=

(√3×4)4

1
=

21.57⁡𝑑𝐵. With 60° sectoring, the S/I obtained is better than 

required. So N=4 can be used. 

We have to again check for the frequency reuse pattern 
(𝑖 = 1, 𝑗 = 1)𝑎𝑛𝑑⁡𝑁 = 3.  

Taking 𝐼0 = 2 in the expression, 
𝑆

𝐼
=

(√3𝑁)𝑛

𝐼0
=

(√3×4)4

2
=

16.074⁡𝑑𝐵 

Since it is higher than the required value, N=3 can be used.  

Table 5 Optimization of cluster size, N. 

With 120 ° sectored 

antenna (N=4) 

With 60 ° sectored 

antenna (N=3) 

 No of channels per 

cell=420/4=105 

 No of channels per 

sector=105/3=35 

With 2% blocking,  

 Traffic supported by one 

sector = 26.44 Erl 

 Traffic supported by one 

cell = 26.44*3=79.32 

 

 Total no of users 

supported per cell = 

(79.32/0.04)=1983 

 No of channels per 

cell=420/3=140 

 No of channels per 

sector=140/6=23.33≈23 

With 2% blocking,  

 Traffic supported by 

one sector = 15.76 Erl 

 Traffic supported by 

one cell = 

15.76*6=94.56 

 Total no of users 

supported per cell = 

(94.56/0.04)=2364 

For the given number of channels in the system, 60° 
sectoring with N=3 gives the largest capacity shown in Table 5. 

With this optimum value of N, the performance of cell sectoring 

can be analyzed shown in  
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Table 6. 

Table 6 Performance of cell sectoring with optimum value. 

Type of antenna 

Omni-

directional 

antenna 

120° 

sectoring 

60° 

sectoring 

Number of 
interferers in the 

first tier co-channel 

cells 

6 2 1 

Optimum value of N 

for S/I= 15dB 
7 4 3 

System Capacity 

with optimum value 

of N 

913 1983 2364 

Assume that the frequency reuse pattern is (𝑖 = 2, 𝑗 = 1), 
path loss exponent 𝛾 = 4 and the radius of the cell is 2⁡𝑘𝑚. The 

performance of cell sectoring for this system can be summarized 

from equation (11), (12) and (13) as shown in Table 7. 

Table 7 Performance of cell sectoring. 

Parameters 

to be found 

Omni-

directional 

Antenna 

Three 

sectored 

Antenna 

Six sectored 

Antenna 

Blocking 

Probability 
2% 1.5% 0.2% 

System 

Capacity 
913 2663 4575 

Signal to 
interference 

ratio 

18.7 dB 24.48 dB 29 dB 

From equations (11), (12) and (13), the signal to interference 
ratio can be analyzed with respect to cluster size given in Fig. 19.  

 

Fig. 19 SIR versus cluster size. 

60 degree sectored configuration can be used under heavy 

traffic to reduce co-channel interference according to equation 

(13) (See Fig. 10). It can be concluded that the 60 degree sectored 

configuration with N=3 will give the largest capacity. 

3.3 Mathematical analysis of Microcell Zone Concept 

According to microcell zone concept, consider three zones 

within one cell created. Thus the supported number of 

subscribers can be increased without making any interference 

problem. According to equation (14), the system capacity can be 

increased by microcell zone technique. As the size of the cluster 

decreases, the system capacity increases linearly (see Fig. 20). 

Thus the supported number of subscribers can be increased 

without making any interference problem.  Same channel will be 

kept for the call progress by the cell phone user, when users move 

from one zone to another zone. So, there is no need of handoff 

within the microcell zone. 
Assume that the desired Signal-to-interference ratio is 18 

dB, the number of subscriber is 1000 and the path loss exponent 

𝛾 is 4. For simplicity consider the three zones per cell. To achieve 

Signal-to-interference ratio of 18 dB, the cluster size N should be 

7. According to microcell zone concept, three zones within one 

cell created.   

For new cluster size N=3, Capacity increase factor =
7

3
=

2.33 
By microcell zone technique (from equation (14))  

System Capacity = 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦⁡𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒⁡𝑓𝑎𝑐𝑡𝑜𝑟 ×
𝑛𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑠𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟 = 2.33 × 1000 = 2330 

Thus the supported number of subscribers can be increased 

without making any interference problem. 

 

Fig. 20 System capacity with the number of subscribers. 

3.4 Mathematical analysis of Queuing Handoffs 

Consider the number of channels at the cell site is 70, the 

call holding time is 101s, the number of originating calls 

attempted per hour is 2270 and the number of handoff calls 

attempted per hour is 80. Then, 𝐴 =
𝜆1+𝜆2

𝜇
= (2270 + 80) ×

101

3600
= 65.80, 𝑏1 =

𝜆1

𝜇
= 2270 ×

101

3600
= 63.60, 𝑏2 =

𝜆2

𝜇
=

80 ×
101

3600
= 2.245 

3.4.1 Queuing the originating calls but not the handoff calls 

Let the size of the queue for originating calls is 16. Using 

MATLAB simulation,  

From equation (15), the blocking probability for originating 

calls is  𝑃𝑞(0) = [𝑁!∑
𝑎𝑛−𝑁

𝑛!
+

1−(
𝑏1
𝑁
)𝑀1+1

1−(
𝑏1
𝑁
)

𝑁−1
𝑛=0 ]−1 = 0.04  and 

𝐵𝑜𝑞 = (
63.60

70
)
16

× 0.04 = 0.012 

From equation (16), the blocking probability for handoff 

calls is 𝐵𝑜ℎ =
1−(

𝑏1
𝑁
)
𝑀1+1

1−(
𝑏1
𝑁
)

𝑃𝑞(0) =
1−(

63.60

70
)
16+1

1−(
63.60

70
)

× 0.04 =

0.3534 

Let the size of the queue for originating calls is 10. Using 

MATLAB simulation, 
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The blocking probability for originating calls is 𝑃𝑞(0) =

[𝑁!∑
𝑎𝑛−𝑁

𝑛!
+

1−(
𝑏1
𝑁
)𝑀1+1

1−(
𝑏1
𝑁
)

𝑁−1
𝑛=0 ]−1 = 0.044  and 𝐵𝑜𝑞 =

(
63.60

70
)
10

× 0.044 = 0.016 

The blocking probability for handoff calls is 𝐵𝑜ℎ =

1−(
𝑏1
𝑁
)
𝑀1+1

1−(
𝑏1
𝑁
)

𝑃𝑞(0) =
1−(

63.60

70
)
10+1

1−(
63.60

70
)

× 0.044 = 0.3186 

 3.4.2 Queuing the handoff calls but not the originating calls 

Let the size of the queue for handoff calls is 2. Using 

MATLAB simulation,  

𝑃𝑞(0) = [𝑁!∑
𝑎𝑛−𝑁

𝑛!
+

1−(
𝑏1
𝑁
)𝑀1+1

1−(
𝑏1
𝑁
)

𝑁−1
𝑛=0 ]−1 = 0.058   

From equation (18), the blocking probability for handoff 

calls is 𝐵ℎ𝑞 = (
𝑏2

𝑁
)
𝑀2

𝑃𝑞(0) = 0.0000593 

From equation (19), the blocking probability for originating 

calls is 𝐵ℎ𝑜 =
1−(

𝑏2
𝑁
)
𝑀2+1

1−(
𝑏2
𝑁
)

𝑃𝑞(0) =
1−(

2.24

70
)
2+1

1−(
2.24

70
)
× 0.058 =

0.05938 

Let the size of the queue for handoff calls is 3. Using 

MATLAB simulation,  𝑃𝑞(0) = [𝑁!∑
𝑎𝑛−𝑁

𝑛!
+𝑁−1

𝑛=0

1−(
𝑏1
𝑁
)𝑀1+1

1−(
𝑏1
𝑁
)

]−1 = 0.058   

The blocking probability for handoff calls is 𝐵ℎ𝑞 =

(
2.24

70
)
3

× 0.058 = 0.000001900 

The blocking probability for originating calls is 𝐵ℎ𝑜 =

1−(
𝑏2
𝑁
)
𝑀2+1

1−(
𝑏2
𝑁
)

𝑃𝑞(0) =
1−(

2.24

70
)
3+1

1−(
2.24

70
)
× 0.058 = 0.05991 

According to equation (16) and (17), the blocking 

probability of new originating calls and the blocking probability 

of requested handoff calls can be found (see Fig. 21 and Fig. 22). 

 

Fig. 21 Blocking probability of originating call, when only the 

originating calls are queued. 

According to equation (18), the blocking probability of 

requested handoff calls and the blocking probability of new 

originating calls can be found (see Fig. 23 and Fig. 24).  
The blocking probability of requested handoff calls will 

increase with the queuing of new originating calls. In case of call 

drop, this is the main problem. The blocking probability of 

requested handoff calls will decrease with the queuing of 

requested handoff calls (see Fig. 14). Also it does not affect the 

blocking probability of new originating calls (see Fig. 15).  It can 

be concluded that the queuing of requested handoff calls is more 

important than the queuing of new originating call. Because 

customers become more upset for call drop than call blockings. 

 

Fig. 22 Blocking probability of requested handoff calls, when 
only the originating calls are queued. 

 

Fig. 23 Blocking probability of requested handoff calls, when 

only the requested handoff calls are queued. 

 

Fig. 24 Blocking probability of new originating calls, when 

only the requested handoff calls are queued. 

4. Conclusion 

To reduce dropped call probability in cellular network, a 

mathematical model has developed in this paper considering 

different factors causing call drop incidents. Then the parameters 

have been identified by which call drop probability can be 

minimized by improving those. In this paper, some efficient 

techniques such as cell splitting, cell sectoring, micro cell zone 
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concept have analyzed mathematically to increase the system 

capacity and signal to interference ratio. In cell splitting 

technique, the cellular capacity will be increased with increasing 

number of channels which can be increased by splitting the larger 

cell into smaller cell. As a result the cell radius has decreased 

which in turns improve the signal to interference ratio. In cell 

sectoring technique, co-channel interference has reduced by 
introducing 60 degree sectored configuration cell under heavy 

traffic.  Mathematically it has proven that the 60 degree sectored 

configuration with cluster size of 3 has given the largest capacity 

which in turns improved the cellular network. In microcell zone 

concept, due to decrease of the cluster size, also the system 

capacity has increased linearly. Thus subscriber numbers have 

increased without making any interference problem.  The same 

channel has kept for the call progress by the cell phone user, 

when users move from one zone to another zone. So, there is no 

need of handoff within the microcell zone. In handoff queuing 

methods, the blocking probability of requested handoff calls has 

increased with increasing the queuing of new originating calls. 
The blocking probability of requested handoff calls will decrease 

with increasing the queuing of requested handoff calls. Also it 

does not affect the blocking probability of new originating calls. 

It has concluded that the queuing of requested handoff calls is 

more important than the queuing of new originating call.  This 

work will help the network designer to implement an analytical 

model with better performance in terms of system capacity and 

signal quality. 
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ABSTRACT   

Coronavirus disease 2019 or COVID-19 is a zoonosis, which means a disease that contaminates from the animals to the humans. 

Since it is very highly epizootic, it has forced the public health experts to implement smartphone-based applications to trace its swift 

transmission trajectory as well as the affected individuals. For this, the individuals’ personally identifiable information is utilized. 

Nonetheless, these information may hamper privacy and cyber security, especially the trust concerns, if not handled properly. If the 

issues are not resolved at this very moment, the consequences will induce the mass level population to use the health-related applications 

in their smartphones inadequately. Therefore, a catastrophe will be imminent for another COVID-19-like zoonosis to come. So, to 

mitigate, an extensive study was required to address this severe issue, namely, trust concern. This paper has studied the needed by 

discussing the recently designed and developed health-related applications region by region across the world. Moreover, it has analyzed 
the benefits and drawbacks. The trust defiance is recognized and inspected from the perspective of an end-user. Some recommendations 

are advised in the later part of this paper to leverage and collaborate the awareness campaign between the Government, the App 

Developers and the common individuals. 

Keywords: Trust, Smartphone Application, COVID-19, Personally Identifiable Information, Awareness, Privacy, Cyber Security, 

Recommendation. 

This work is licensed under a Creative Commons Attribution-Non Commercial 4.0 International License. 

1 Introduction   

The zoonotic novel disease named coronavirus disease 2019 

(COVID-19) has changed the course of the worldwide economy 

by putting constraints on individuals in daily commercial 

activities [1]. The highly contagious disease has potentially 

affected health facilities' capacity, even in first-world countries, 

where the healthcare systems are reliable with robustness [2]. To 

control and track the COVID-19 infection pattern, different 

administrations have utilized modern artificial intelligence (AI) 

based methods integrated with 5G technology as well as aerial 

drone machineries to track COVID-19 in real-time [3],[4]. As 

there is no definite medicine to prevent or cure the disease [5], 

the most effective way to avoid COVID-19 so far is not to get 
exposed [6]. Social distancing must be preserved between all, as 

recent studies [7] have shown that even an asymptomatic person 

may spread the disease inaudibly. 

This social distancing induces the public health experts and 

professionals to collaborate with the technical researchers to 

deploy the health applications (apps) to monitor people digitally, 

as the manual process is quite tedious to execute. Instead of 

gathering the personally identifiable information (PII) of the 

affected individual along with contact information for the last 

couple of weeks through detailed interviews, the health-related 

apps in smartphones could be an effective substitute which have 
already been conceived, built, and even implemented in several 

countries [8].  

Also, a majority of the people can use those apps using their 

smartphones not only in developed countries but also in the low- 

and middle-income countries (LMICs) [9]; proper app usability 

has to be guaranteed by comparing in terms of development as 

well as confidentiality along with popularity among the end-
users, and last but not least, user-friendly interfaces. 

However, as the PII is stored in those apps, potential 

exposure of the PII may violate the user’s privacy. Moreover, the 

re-identification of a person could be executed by utilizing only 

a few demographic data of that PII. Therefore, an individual may 

become target for a potential cyber-attack or threat. 

This paper enlightens the readers regarding the cyber 

security and privacy terminologies, reviews related apps through 

Google Play Stores, analyzes users’ comments and views, 

suggests recommendations to mitigate trust concerns amongst 

the Governments, Developers and the End-Users. The studies in 

this paper will not only be beneficial for the authorities, but also 
for the mass population. 

2 Definition of Terminologies 

Before discussing the health-related apps and their features, 

fundamental trust issues concerning cyber security and privacy 

must be presented in short. The first one is the concept of the 

semi-honest model, the second one is the activity of a malicious 

actor, and the last one is the possibility of re-identification of a 

person to track and carry on cyber-attack or threat.  

In a real world, when a user is using smartphone apps during 

any type of epidemic situation for public health activities, some 

PII is saved into the application storage. Those app data can 
indicate where the users are travelling or meeting with.  

Now, after those epidemic situations go away, still the PII 

remains saved in that particular storage which is undesirable by 

the user. For this reason, the user may want the health app 

keeping the data for a specific timeframe, and removal of those 

data afterwards. Moreover, users may want a fully trustable 

https://doi.org/10.38032/jea.2021.01.005
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model or a full honest model having no hackers or malicious 

actors to misuse the user data. However, it is quite impossible to 

create a full honest model because we cannot assume that all the 

actors in a security model behave in a completely honest manner 

[10].  

But that necessarily does not imply that a vast number of 

malicious actors are always active to harm the unsuspecting users 

all the time. Because even though they may wish to harm or 

cheat, they in fact, act rather in a semi-honest way [10]. 

Therefore, we are proposing for a semi honest model to get rid 
of this problem of having trust. 

In a malicious model, there is no an ideal stable condition. 

All participants are attacking each other and several kinds of 

malicious behaviors are present. It is quite hard to control and 

stop the malicious actors. 

Moreover, there may be threat actors who want to create a 

security breach and hamper the safety of others, either 

intentionally or unintentionally. Those threat actors can be 

divided mainly in two types, malicious actors and nefarious 

actors.  Malicious actors are the ones who try to hamper the 

system whenever they get the chance. Nefarious actors, on the 
other hand, are the ones who are always present online and try to 

break the systems. In real-life, nefarious actors present in a 

privacy model are quite rare. Some malicious actors can still be 

present in a privacy model. Some examples of threat actors in a 

privacy model are given below:  

Cyber-terrorist: Threat actors who attack via technology in 

cyber-space are called cyber-terrorist. They may attack for 

political reason, creating public panic, spreading propaganda and 

so forth. 

Cybercriminals: Cybercriminals are mainly profit-driven 

and represent a worldwide threat for a long time. The target of 
the Cybercriminals is to sell the sensitive data, such as PII, hold 

for ransom, and otherwise absorb for financial gain. 

Cybercriminals may work individually or in a group to achieve 

the target [11]. 

Now, a general misconception regarding tracking and 

tracing is eradicated as follows: 

Tracking: The term indicates the way of travelling a path or 

location at the moment. Tracking gathers insights in real-time. A 

tracking app can detect an individual’s exact location at any 

given moment by utilizing the geo-data through GPS coordinates 

or radio cell location. It can even build an extensive movement 

profile if it can track a person been where and when, in addition. 
Tracing: On the other side of the coin, the term defines 

searching the path in reverse from its any given point to where it 

began. Tracing collects insights in retrospect. A tracing app can 

be employed to trace physical close contacts between 

individuals. Bluetooth technology makes digital devices 

communicating with one another over a minimal distance. It has 

the capability of measuring the distance between smartphones by 

sensing the strength of the radio signals, and therefore, sense the 

social encounters between individuals, also known as proximity 

tracing. 

Finally, the demographic variables and the process of de-
identification, and the data policies as well as laws are discussed 

as below: 

Demographic variables: These are defined as the 

independent variables as these are immutable. Demographic 

variables could be either categorical, such as race, gender, 

psychiatric diagnosis, marital status, or continuous, such as age, 

income, years of education, family size and so forth [12]. 

De-identification:- It is the process of making datasets 

anonymized before being shared. It is a common practice in 

research and data sharing environments to preserve a person's 

privacy. However, from the numerous anonymous datasets, a 

person can be re-identified using a demographic variable, which 

create a big concern about the privacy and ethical use of those 

data. Recently the collection and subsequent sale of Facebook 

data to Cambridge Analytica has made an enormous trust issue.

 Reporters have re-identified the political personnel in 

an anonymized web browsing history dataset, comprises three 
million German citizens, back in 2016. The incident revealed 

their medical information as well as their sexual preferences.  

The Australian Department of Health publicly released de-

identified medical records for 10% of the population exclusively 

for researchers few months ago, but those got re-identified one 

and half months later [13],[14]. Studies also had revealed that the 

de-identified hospital discharge data could be re-identified by 

utilizing the basic demographic attributes along with the year of 

birth, diagnostic codes, ethnicity and gender. Researchers also 

exclusively detect individuals in the anonymized subway data in 

Riga, bike sharing rides in London, taxi travelling patterns in 
New York City, and mobile phone as well as credit card datasets 

[13],[14]. 

To prevent such privacy hampering, the European General 

Data Protection Regulation (GDPR) and the California 

Consumer Privacy Act (CCPA) ensure that each individual in a 

dataset needs to be protected by being anonymous, as data 

protection laws around the world consider anonymous data as not 

PII.  

3 Related Works 

To secure their people from COVID-19, governments 

around the world have authorized the usage of a smartphone app 
designed and implemented by the local technical enterprises 

with/without the collaboration with the global tech giants. In this 

section, we will go by the regions, i.e., continents around the 

world. 

The following Table 1 is going to summarize the merits and 

demerits of several health apps spread over the numerous 

countries under the regions/continents. 

From Africa, the continent has seen its country Ghana 

implementing the GH COVID-19 Tracker [15] by crowd 

sourcing data. Crowd-sourced data collection is a sharing method 

of making a data-set with the support of a massive group of the 

crowd and using a more secured semi-honest model to improve 
Crowd-sourcing. Also, Nigeria and South Africa have developed 

their own apps [16],[17] with not enough documentation to be 

discussed. 

Next from Asia, more specifically, South Asia, Bangladesh 

has built an app, namely, Corona Tracer BD [18], which has 

gathered mixed feelings from the end-users. The nicely 

constructed user interface has been appreciated, but the issue of 

heavy usage of Bluetooth along with redirection to web browser 

all the time have raised frown among the end-users. 

On the other hand, India has developed an application 

named Aarogya Setu [19]. This application has got very good 
documentation [20]. Although there was no mention of disposal 

of data after the pandemic in the initial development, the updated 

privacy policy [21] states that all PII collected will be stored on 

the mobile device for one month from the date of the collection, 

and if it has not already been uploaded to the server, will be 

permanently deleted from the App. All PII uploaded to the server 

will be permanently deleted from the server after one and half 
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months being uploaded if not tested positive, two months in case 

of being positive and later tested negative for COVID-19. 

Moreover, Aarogya Setu [19] app alerts the individuals 

while an infected person is nearby through Bluetooth as well as 

GPS. Several Data Mining techniques, namely, Classification, 

Association Rule Mining, and Clustering have been 

implemented to discover COVID-19 spreading patterns [20]. As 

PII of numerous users of the app is stored on one server, this 

design potentially allows the potential malicious actors to hack 

the PII of users. 
Meanwhile, from Asia, more specifically from Southeast 

Asia, MySejahtera [22] in Malaysia needs to mention good 

documentation describing its data privacy. Another app from 

Malaysia, MyTrace [23] accepts a community-driven approach. 

The participating devices share the proximity information when 

the app can identify another device close by with the same app 

installed. As this app is based on the DP3T (Decentralized 

Privacy-Preserving Proximity Tracing) algorithm [24], it does 

not need any permission to access location. 

From the Asia and the Pacific, Singapore has implemented 

TraceTogether app with an adequate privacy statement [25]. As 
the user given the required consent, the app shares Bluetooth 

signals with encryption and anonymity with devices close by 

having same app. The data regarding Bluetooth are automatically 

erased after 25 days to prevent hacking. Storing limited data, 

such as users’ contact/mobile number, users’ identification 

details, a random anonymized User ID, the app never shows 

those to the public. No GPS location is collected, nor any 

information regarding WiFi or mobile network. Data about 

devices near users do not reveal any personal identity, as 

whenever the users are close to another device with the same app 

installed, both devices utilize Bluetooth technology to share a 
momentary ID generated by encrypting the user ID with a private 

key maintained by the Ministry of Health (MOH), Singapore, 

which could be decrypted by the MOH only. The right to be 

forgotten as per GDPR is preserved. The Temporary ID inside 

the users’ device being exchanged with other nearby devices are 

regularly refreshed to prevent tracking.  

Next from Asia, particularly from the Middle-East area, 

Bahrain uses an application named BeAware [26]. This 

application needs to have good documentation mentioning the 

data privacy issue. Tetamman [27] in Saudi Arabia always uses 

GPS and Bluetooth to cause power leakage, i.e., battery drain. It 

takes much control over users’ smartphones as well. In Israel, 
Hamagen (or “Protector” in Hebrew) [28] cross-validates the 

GPS chronology of the smartphones of the patients with a bona 

fide geographic data stored in the Ministry of Health (MOH). 

Meanwhile, from Europe, Czech Republic is using an 

application named e-Rouŝka [29]. It has an adequate 

documentation [30] with videos which are self-explanatory. But, 

the medium of instruction is Czech language. Therefore, the 

linguistic barrier hampers the spreading of the vital information, 

which should rather be kept in an international language, namely, 

English. In Hungary, VírusRadar [31] is a mobile app which 

implemented for Apple iOS and also for Android. It provides the 

topmost security standards, total control over PII, and ensures 

privacy protection as well. It is generally using the Bluetooth 
Low Energy (BLE) protocol to detect faceless encrypted contacts 

[32] which are highly secured. 

After that, from Northern Europe, in Iceland, the app called 

Rakning C-19 [33] gathers the GPS location of the individuals’ 

smartphone and saves the PII locally inside the device. If an 

individual is diagnosed COVID-19 positive, then the Health 

Directorate asks to exchange the location data only for contact 

tracing and identifying the people need to be in quarantine. On 

the other hand, Smittestopp app [34] of Northern Europe, more 

specifically, from Denmark, always keeps GPS and Bluetooth 

turned on and empties the energy. The frequently asked 
questions (FAQ) section is quite useful, but it is not adequate in 

terms of proper documentation and the data usage policy. 

Linguistic barrier is a concern as well. 

Meanwhile, from North America, USA has developed 

several apps for each state. Among those, DC CAN, COVID 

Alert NY and CA Notify are praiseworthy [35]-[37]. They lack 

efficient notification system or multi-app conjunction, but simple 

in design and break down data with high energy efficiency. On 

the other hand, Canada has built COVID Alert app [38] that 

preserves privacy by not tracking location via GPS. However, 

rapid drainage of battery makes it cumbersome to use.  
Next, from South America, Brazil has made Coronavírus – 

SUS [39] and Colombia uses CoronApp [40]. The 

documentation of the CoronApp could be found in [41]. Nothing 

has been mentioned about data privacy and further disposal of 

data, so it needs to mention the data privacy of an individual. 

Also, both apps need to be built in English for documentation as 

well as tutorial videos to assist expatriates. 

Finally, from Oceania, Australia is using an app, namely, 

COVIDsafe [42] with an excellent documentation [43]. New 

Zealand, on the other hand, employs NZ Covid Tracer App [44] 

to mitigate their pandemic situation. This is based on user 

interaction. Although it has a poor design, it empowers the users 
of not exchanging credentials and thus doing nothing. It has a 

better data privacy, but it is not that effective compared to other 

contact tracing apps. 

Table 1 Trust in Health Apps: Merits and Demerits  

Region 
App features by region, country and name 

Country Name App Name Merits Demerits 

Africa 

Ghana 
GH COVID-19 

Tracker [15] 
Crowd-sourcing Security Model 

South Africa 
COVID Alert South 

Africa [16] 

No fake notification due to 

6 digit pin 

No explicit data policy, 

Tardy notification 

Nigeria Rapid Trace [17] 
Live COVID-19 News and 

Status Check 

Not enough 

documentation 

Asia 

Bangladesh 
Corona Tracer BD 

[18] 

Nicely designed User 

Interface 

Redirection to Web 

Browser  

India Aarogya Setu [19] 
Well documented privacy 
policy  

Central server allows 
potential hacking of PII 

Malaysia My-Sejahtera [22] Not enough information Data Policy 
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Region 
App features by region, country and name 

Country Name App Name Merits Demerits 

MyTrace [23] 
Community-driven 

approach, DP3T 

State surveillance may 

go wrong 

Singapore TraceTo-gether [25] Secure Server 
Users can delete the app 

anytime 

Bahrain BeAware [26] Not enough information 
Not enough 

documentation 

Saudi Arabia Tetamman [27] Not enough information Power leakage 

Israel Hamagen [28] 
Crosscheck GPS data with 

MOH data 

Not enough 

documentation 

Europe 

Czech Republic e-Rouŝka [29] Self-explanatory  Linguistic barrier 

Hungary VírusRadar [31] High security  Not enough information 

Iceland Rakning  C-19 [33] 
Supervised by Health 
Directorate 

Not enough information 

Denmark Smittestopp [34] Helpful FAQ information Battery drainage 

North America 

United States of America 

DC CAN [35] 
Energy efficient 

App Location Service 

issues  

COVID Alert NY 

[36] 

Breaks down data for the 

whole state as well as 

local county 

Not usable in 

conjunction with other 

COVID-19 apps 

CA Notify [37] Simple design Notification issue 

Canada COVID Alert [38] 
Does not use GPS or track 

location 

Fast drainage of 

batteries 

South America 
Brazil 

Coronavírus – SUS 

[39] 

Well documented terms 

and conditions 
Language barrier 

Colombia CoronApp [40] Well documented  No English version 

Oceania 

Australia COVIDsafe [42] Well documented Not enough information 

New Zealand Covid Tracer [44] 
Maximum security unless 

user misuse 
User dependent action 

4 Recommendations 

The following recommendations have been made to assist 

the Governments, the App Developers and the End-Users. 

For the Governments: 

i. Linguistic barrier is a major concern in European and 

South American countries. Many foreign personals living 

in those countries may not speak or read the native 
language, so having app made in the native language 

causes inconvenience. This also applies for foreign 

volunteers working in developing countries. 

ii. Aware mass level people regarding security model such 

that they know that not all actors are malicious and there 

are very few nefarious actors. Also, a pure honest model 

is not possible, so caveat emptor (Latin, meaning “let the 

buyer beware”) is the best policy in a semi-honest model.  

iii. Moreover, even though the re-identification is 

mathematically possible, proper data management can 

reduce the threat significantly. So, it is the duty of the 

Government to educate the population so that the panic 
reduces. 

For the App Developers: 

i. Applications which are being used in different countries 

are not creating documentations properly. If an 

application has proper documentation, then people will 

feel more comfortable to use that application because 

they already know how the application in exactly 

working. 

ii. To increase the trust issues, the app developers should 

make a proper documentation and a self-explanatory 

video to let the people know about the working procedure 

of the application. 

iii. Furthermore, as every contact tracing application is using 
a centralized database to store data, if the distributed 

ledger is used, it will be safer for the data stored. If done 

so, in case of malicious attacks, the actor will be able to 

retrieve maybe a part of the database rather than the whole 

database. 

iv. Therefore, Blockchain technology can play a vital role in 

this regard. It ensures maximum security with a shared 

ledger system, which makes it the best match to address 

the issues raised by the centralized systems. 

For the End-Users: 

i. The end-users should learn regarding the cyber security 

and privacy terminologies explained by the Government 
and the App Developers. 

ii. They should be aware  of their rights, know the data usage 

policy, ask questions before being forced to use any app, 

read app documentations and demand if not provided. 

Overall, they need to be conscious, not gullible. 

iii. Cooperate the Government to take decisions regarding 

apps by volunteering for the pre-release. Also, suggest the 

requirements to the App Developers, so that there is no 

gap between supply and demand. 

iv. In Democracy, the people have the authority. Therefore, 

they should trust and get trust from the Government and 
the App Developers. There should be clarity in each step 

to enhance trust issues. 
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5 Conclusion 

To conclude, the Governments need to educate their citizens 
regarding cyber security and privacy. Moreover, data policy 

should be explicit and available to all. The App Developers 

should work with the Government to publish the data usage 

policy and assure the End-Users. It is also highly essential to 

study an individual's trust issues using digital health monitoring 

technologies including health apps. If in the near future, the trust 

issues are not solved, it will cost more, as people will be reluctant 

to use health apps and make a pandemic to come a much worse 

one.  

Further studies and implementations have to be carried out 

as per the suggestions presented in the recommendations section. 
Afterwards we can ensure a better strategy to prepare for a future 

zoonosis or such disease.  
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ABSTRACT   

At present, depression is the main reason for suicidal death. Depression also causes different kinds of diseases. Nowadays, people 

are deeply involved in social media and like to share their feelings on social media. So, it becomes easy to analyze depression through 

social media. In this paper, a combination of two CNN (Convolutional Neural Network) and LSTM (Long Short-Term Memory) 

models has been proposed to make a hybrid CNN-LSTM model, CNN has performed for the image to create a matrix, and LSTM has 

given the result from the given matrix. In this paper, datasets are prepared based on depression and non-depression-related status. The 
proposed method has been applied to that dataset. The best result has been obtained using a hybrid neural network with the word 

embedding technique using the Bengali Facebook status dataset. We have used the SVM (Support Vector Machine) model to predict a 

small dataset of Bengali Facebook status and count vectorizer to count the word in the document. Finally, this paper has built up a 

model that makes strength and support for deep learning architecture. 

Keywords: Depression, CNN-LSTM, SVM, Word Embedding, Neural Network. 
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1 Introduction   

Depression is a silent killer. Depression is a serious and 

common medical illness, and it negatively impacts how someone 

feels, thinks, and behaves [1]. With the help of technology and 

skills, humans are now at a different level [2]. But between the 
rapid growth, people forget to trend their mental health. That's 

the world we currently live in. In a developing country like 

Bangladesh, things are more severe than one can look at. In 

Bangladesh, people do not have time to think about any type of 

mental illness where basic needs are lacking. This is a serious 

issue that takes many lives over the years. According to the CDC 

report (Centers for Disease Control), one of the leading causes of 

suicide is depression [3]. Even if the world is becoming more 

open-minded about human behavior and mental illness, 

Bangladesh is still lagging in this sector. In many countries like 

Bangladesh, mental illness is at a tolerable level. People with 

mental illness are not treated nicely. That's why depression 
becomes a significant issue because people cannot share their 

problems with others who lack trust in cognitive cases. 

Nowadays, people become more and more expressive on 

social media than ever. It's called virtual self-disclosure. Self-

disclosure can be done on various platforms of Social media. 

Sometimes, people think offline nobody can optically discern 

them; they are at liberty to express their genuine emotion. It helps 

some people to cope-up with the stressful life. They want to 

express most of the virtual life emotions that they cannot express 

in real life. Applications such as Twitter, Facebook, Instagram, 

and many other platforms write and multimedia type contents 
and express their emotions, feelings, and sentiments about 

different subjects, topics, or issues online [4]. Expressing 

emotion online leads to detecting a person's emotions, such as 

happiness, anger, depression, sadness, fear, surprises. 

This work aims to find out if a person is having any kind of 

depression or not using a machine learning approach utilizing 

social media status related to depression. The authors tried to 

scale the depressive status based standard scale of depression. 

There have two types of data set one is contained depressive 

status, and another is non-depressive status. This research used 

two main algorithms, i.e., LSTM and CNN. Differentiate 
between depressive and not depressive status TF-IDF (Term 

Frequency- Inverse Document Frequency) was used, and CNN 

and LSTM were used to train the model. For comparing results, 

logistic regression was also used to train the model. There are 

two different accuracies from different model training. 

The study is to simply find depressive status from social 

media that can disclose the early stages of depression. While 

successful first treatment can lead to a positive result, untreated 

depression can lead to even life loss. The study is limited to 

extrovert social media users only. Because many people silently 

cope up with their depression. They don't express it on social 

media, but that does not mean that they are not depressed. 
Depression is a mood disorder that causes different 

persistent feelings like sadness and loss of interest in life. Its 

effects are feeling, thinking, behavior and might result in a range 

of physical and emotional types of problems. Normal activities 

can be quite troublesome, and sometimes the range of feeling 

come to like life is not worth living [5]. According to WHO 

(World Health Organization), depression is the leading cause of 

disability worldwide [6]. Depression is an ongoing problem, not 

a passing one. It can last a week, a month, a year, or a decade. 

Depression is not just for a particular age of people. Every age 

group can have depression. CDC report says depression is twice 
as common among women as men. According to the American 

Psychological Association, around 9% of men have depression 

in the USA. Even children at age 3-17 age also have depression 

[6]. So, it is a significant problem now around the world. 

Many factors can play a role in the causes of depression. The 

main problem is that it is just the problem of living, not the real 

enemy. So, it is hard to fight off. There is much reason for people 

https://doi.org/10.38032/jea.2021.01.006
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to feel depressed. Even a lack of nutrition can cause depression 

[7]. 

Causes can range from biological to circumstantial. Some 

key reasons are horrible family history, early childhood trauma, 

less active brain, medical conditions, drug use, etc. Substance use 

problems can also cause depression. Like low esteem, mental 

illness, stressful events, etc. [8]. Taking about Bangladesh, the 

main problem is a lack of awareness about depression. 

According to WHO, 6 million Bangladeshi suffer from 

depression [9]. According to the Global School-Based Student 
Health Survey (2014) data, 13-17 years of children in 

Bangladesh, 7% attempted suicide in the last 12 months, while 

8% made a suicide plan, and 5% considered trying it. The same 

report shows that 8% of children cannot sleep because of 

Depression [8]. 

Depression can be treated and prevented. The better option 

is prevention than treatment. A better understanding of 

depression can avoid that problem and can also help the 

treatment. Taking therapy, anti-depression medication is the 

primary treatment for depression. More income, a better 

relationship, and tablets are more commonly suggested treatment 
[9]. It is necessary to end the silence and overcome the fear of 

talking with someone professional so depression can avoid. 

Major Depression is hard to cure, but it is also preventive. In this 

research collection of data is based on different types of 

depression but just some random popular depressive status. 

Major Depression and minor Depression are hard to recognize 

solely based on status. That's why there is no level the depression 

only considers as a depressive status. 

Depression is a significant public health concern all over the 

world. While successful early treatment can lead to a positive 

result, untreated depression can lead to even the cause of life. It 
is proved from many researchers that discloser of depression, or 

we can say emotion can prevent the worst scenario, can release 

stresses. Social media is the best platform for people to disclose 

their emotions in this new area. Self-discloser is in social media 

is a stress reliever for modern people nowadays. So, one can get 

the hype of their emotion through social media. We cannot 

guarantee that everything in social media is real. In our study, we 

collect some status to detect depression and at least warn their 

loved ones that maybe he/she is depressed. 

Measurement of Depression is a depression scale that 

identifies if any person is alright or he/she has to undergo some 

treatment to cure depression. The method is to ask some 
questions, and the result will be according to the answer. This 

question is almost accurate in finding people's mental states. This 

scaling purpose is to recognize people at risk of developing the 

disorder only. The depression scale determines the severity of the 

depression, and the professionals will determine what type of 

treatment is more appropriate [2]. Depression scale can be 

classified by researchers and also by patients. One of the 

completed ranges by researchers is HAM-D (Hamilton 

depression) rating scaling. It is a widely used and oldest version. 

It takes 20-30 minutes to administer. That's why many people 

prefer The BDI (Beck Depression Inventory). It is a patient scale 
rated scale. It has high specificity and sensitivity. Currently, 

HAM-D and BDI are the best-validated scales [10]. 

For our research, the paid attention to GDS (Geriatric 

Depression Scale). It is designed to minimize the impact of 

depression symptoms. It has a yes/no format and has good 

sensitivity. 

2 Related Works 

As an Asian region, people use Facebook than twitter most 
of the time, so Billah and Hassan [11] locked their target on 

Bengali Facebook status. They tried to predict the depression 

from Facebook status. The collection of data is randomly on 

Facebook and even has suicide victim's data. Naive Bayes, 

Linear SVC, Logistic Regression, Multinomial Naive Bayes, and 

other classifiers are used. Five types of features are used in their 

model. Because of the lack of data model provided the best 

77.96% accuracy. Traditional machine learning procedures are 

only used for the first Bangla attempt and small dataset. The 

researchers proposed that they could achieve up to 100% 

accuracy if they used the neural network. 
Islam et. al. [4], with the help of SVM, DT (Decision Tree), 

KNN (K-Nearest Neighbors) performed depression analysis. 

They aimed to perform depression analysis on Facebook data 

collected from online sources. First, they proposed emotional, 

temporal, linguistic styles for their data collection. With their 

chosen classification techniques, they study each factor 

independently. They used the NCapture tool for data collection. 

Their research applied 21 types of attributes for detecting 

Depression from LIWC (Linguistic Inquiry and Word Count) 

software. They achieved accuracy between 60 to 80%. 

Ramalingam et. al. [12] developed an SVM model to detect 

depression. They argued that men and women are classified 
differently according to depression. Their dataset consists of 

different sets of inputs like text, speech, and image—applied 

different classifiers to classify them correctly. The model 

contains several classifiers in groups. They achieved an accuracy 

of 82.2% in the case of males and 70.5 in the case of females. 

Uddin et. al. [13] research topic is mostly similar to ours. 

They used a special type of RNN (Recurrent Neural Network), 

GRU (Gated Recurrent Units), to detect Bangla language 

depression status. They collected 500 tweets and 210 depressive 

statuses using the survey. They tried to prove that questionnaires 

and academic interviews are not the only way to detect 
depression. Because their dataset only contains 1,176 data, they 

achieved 75.7% accuracy with GRU, but with LSTM, they 

gained 88.6%accuracy.  

Choudhury et. al. [2] in their research measure depression of 

university undergraduates for the purpose to help them if they 

needed any treatment for their depression. Their main objective 

was to find the main reasons for depression and whether 

depression can be predicted successfully. They found that most 

university students are suffering from different types of 

depression. But in this country, depression is not a major enough 

issue for the university to provide a psychiatrist for students. 

They took a survey from university students. They used six 
algorithms Gradient Boost, Deep learning, Generalized Linear 

Model, KNN, Random Forest, and SVM, to train and test the 

dataset. They found that deep learning is the best method among 

them, with the lowest number of false negatives, followed by the 

Gradient Boost algorithm. From the Generalized Linear model, 

they get their highest accuracy, which is 74.17%. 

3 Materials and Methods 

People of Bangladesh face different kinds of problems. For 

all of these, they suffer from depression. Bangladesh is a 

developing country, so poverty is the main reason for depression. 

Nowadays, the younger generation also faces love problems. 
Some people even get depressed regarding their studies. 
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Bangladesh contains a larger population than its land, so people 

face job problems.  

On the other hand, there are a lot of non-depression 

sentences. Daily people post their status, which is not under 

depression. This study aims to implement a combined deep 

learning classifier to enhance the performance of language 

modeling and text classification to detect depression using the 

dataset of Bengali Facebook status. 

In the framework, datasets are transformed into word 

vectors using word embedding. Then the word vector is fed into 
the CNN layer. In the max-pooling layer, it makes a sequential 

layer to feed into the LSTM layer. 

3.1 Data Collection 

Bangla language is comparatively more complicated to 

recognize than English. Most of the analysis is done in the 

English dataset. So, finding many datasets is not possible for 

analysis, and experiments used two different datasets: depressive 
and non-depressive. But it was challenging to find depressive 

Bangla datasets, as the presence of depressive Bangla datasets is 

less frequent. From existing paper 1177 depressive and non-

depressive status was collected [13]. A better performance needs 

more dataset. The self-developed dataset contains Bangla status 

from different sources like Facebook, Twitter, YouTube 

comment sections. There is also some translated Bangla status in 

the dataset. The authors collected some non-depressive data from 

GitHub and Kaggle. The datasets are labeled like depressive 

datasets as '1' and non-depressive as '0'. The primary dataset 

contains 5053 depressives, and the 2110 non-depressive dataset 

total dataset is 7163. As for deep learning, the large dataset is 
required authors thought about this dataset is incomplete. That's 

why the dataset is still in the updated phase. Sample of datasets 

are given in Table 1. 

Table 1 Sample data set 

Depressive Data Non- Depressive 

ভাল থাকুক তারা যাদের জন্য আমি আজ 

িৃত প্রায়। 

কর োনো ননরে 

সবোইরক  সরেতন হরত 

হরব 

অমভশপ্ত এই জীবন্। আত্মহতযা ছাড়া আর 

ককান্ উপায় ন্াই আিার কাদছ। 

আহাদর কাদজর ককান্ 

কশষ ন্াই 

 ভমবষযত সম্পূর্ ণ অন্ধকার।  ভাদলা কথার ভাত 

ন্াই।।।এইটাই বুঝলাি 

অমভশপ্ত আমি আজ। এটাই আিার প্রাপয. 

সারা পৃমথবী কপদয় আজ কতািাদক হারালাি। 

সািান্য মকছু টাকার কাদছ 

আজ িান্বতার পরাজায়। 

প্রমতকূলতার সাদথ আর কপদর উঠমছ ন্া 

আমি।  আমি এক অস্তগািী সূয ণ। সংসার এর 

িায়া তযাগ করার সিয় চদল আসদছ। মকন্া 

করলাি কতার িত স্বাথ ণপর এর জন্য। আর 

তুই মক মেমল? কতার িত স্বাথ ণপর এর 

ককান্মেন্ ভাল হদব ন্া। 

নন োপরে থোকুন 

মন্দজর পাদপ জজণমরত আমি। জগদতই পাই  

আজ ন্রক যন্ত্রর্া। আিার এই কোকার রুপ 

আমি কাউদক কেখাদবা ন্া 

পন বো  ননরে সুরে আনি 

3.2  Data Pre-processing 

An input text has filtered using pre-processing to enhance a 
proposed model's performance by eliminating unnecessary 

features to process row posts before acknowledging word 

embedding. Pre-process of the dataset was needed. To make the 

dataset clean and eligible for testing, used Natural language 

toolkit (NLTK) [14] for pre-processing datasets. The genetic kit 

is a platform that is used to build Python programs that work in 

statistical NLP (Neuro-Linguistic Programming) with language 

data to apply. It includes libraries for processing text for 

tokenization, sorting, grouping, stemming, tagging, and 

semblance reasoning. We have used NLTK to remove 

punctuation, stop-words according to the given text document. 
But it did not remove all the punctuation that is used as emoticons 

signs. Bangla dataset contains many misspelling and incomplete 

words. Some spelling seems to be different from each other, but 

they are the same. For this type of word, stemming was done. 

Removed all the URLs with white-space from the dataset, and 

then we got our required dataset.  

3.3  Proposed Neural Network 

3.3.1 CNN 

CNN is known as an artificial neural network that is used in 

recognize image and processing. It is designed especially for the 

processing of pixel data. Height, weight, the depth that three 

types of dimensions are organized in the CNN layer. CNN layer 
contains two components: one is feature extraction, and another 

is classification. In feature extraction, convolution series and 

pooling operation are done. And in classification, a fully 

connected will do their work [15] 

CNN can predict using the spatial structure as its input. First, 

from the input data, it produces a feature map by using a filter. A 

convolution layer is created after padding the feature map. Then 

the pooling layer is performed to decrease the parameter size and 

execution in the network. Max polling is mostly used as a pooling 

layer. It reduces the size of the feature map by choosing the 

maximum value from every window. It does not lose any kind of 
important information. In a fully connected layer, flatten is 

performed to convert 3D or 2D data into 1D. Fully connected 

shows the output from the last layer of the neural network. 

Finally, CNN shows a sequential sentence as the result of output 

[16]. 

3.3.2 LSTM 

LSTM is an artificial neural network used for the 

classification process and predicts the result of output in lines of 
sentences. For sequential series, LSTM is used. LSTM is a 

special type of RNN because RNN cannot maintain information 

for a long time, so LSTM is established. A vanishing gradient is 

one of the main problems of RNN that is solved by using LSTM.  

LSTM mechanism contains three gates: Forget, Input, and 

Output gate [17]. Three gates perform differently for a sequential 

series. Forget gate removes cell information that is not required 

anymore. The input gate takes a sequential input and updates the 

information of the cell. Finally, the output gate gives the result of 

the output for the LSTM module. For each of the gates, LSTM 

uses an equation. All the equations are given below: 

ft =  σ (Wf xt + Uf  ht-1 +bf) 

it = σ (Wi xt + Ui  ht-1 +bi) 
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ot = σ (Wo xt + Uo  ht-1 +bo) 

ut = tanh (Wu xt + Uu  ht-1 +bu) 

ct = ft ʘ ct-1 + it ʘ ut 

ht  = ot ʘ tanh(ct) 

Here, ft represents the gate, it as input gate, and output gate is 

ot. ʘ represents the multiplication of elements step by step.  The 

logistic sigmoid function is used for each gate. Here, ut represents 
the tanh function. The memory cell information contains in ct, 

and at last, ht represents the hidden state. Three gates contain a 

bias vector. LSTM is key to cell state. LSTM maintains the 

information from the previous cell. 

3.3.3 LSTM and CNN 

Our model is based on the hybrid model of CNN and LSTM 

[18]-[28]. The workflow of our proposed model is given in Fig. 

1. 

 

 

Fig. 1 Workflow of the proposed model 

3.3.4 Training Model 

To identify the presence of depression in social media, 
combined the strengths of the neural network architectures of 

CNN and LSTM and applied a hybrid CNN-LSTM model to 

classify text data. In recent years CNN was used in many text 

classification research, and LSTM is known for the text 

classification neural network. That's why the authors thought of 

mixing these two algorithms (see Fig. 2) to get a better result. 

The model takes an input and then a single number representing 

the probability that the tweet indicates depression. The 

experiment followed the Hybrid framework for detecting 

depression using the LSTM-CNN method. 

After pre-processing the dataset, the dataset is ready for 

implementation the model. Keras was used as a neural network 
framework and Tensorflow as a backend library. Keras is 

designed for deep neural networks, as authors used deep neural 

algorithms for model training. For the model training, the Bangla 

word2 vector is used, which contains the Bangla language 

vocabulary. This word2 vector is used to create an embedding 

matrix. As a CNN word with 2D images, the text has to convert 

in 2D vector array for text classification. That's why the 

embedding layer was used—this embedding matrix fed into the 

embedding layer for further execution. The embedding layer was 

used to minimize the cost of the loss function. Here we consider 

the difference between other layers with this embedding layer; 

then, the main difference is that the output is not like a 

mathematical function of the input—this pre-trained word vector 

was constructed for further use on the CNN model. 

For this model, CNN was used as a front-end layer followed 
by LSTM layers and the dense output layer. CNN model was for 

feature mapping, and for the feature extraction, the LSTM model 

was used. Authors used CNN as CNN is known for taking 

original data to create feature maps from it. The dataset is a 1D 

structure. The structure was fed as input (see Fig. 2). CONV1D 

took the input to interpret the data into smaller square sizes. The 

MAXPOOLING layer then explained the result by reducing its 

size into an abstract dimension. The flatten layer took this output 

data to convert it into a vector fed into other layers for further 

resulting prediction. CNN was done with extracting data to 

transform into a vector. For the internal state to building up, 
LSTM was used. The sequential output was fed into the LSTM 

layer. LSTM is an artificial neural network architecture used in 

deep learning to classify processes and predict output in 

sentences.  LSTM predicted from the previous cell, and the 3 

resulting models were created.  

 

 

Fig. 2 Mixed mechanism of LSTM and CNN 

We tried to minimize our cross-entropy error for the model. 

Given a training sample x (i) and its true label y (i) ∈ {1, 2, · · · , 

k} where k is the number of possible labels and the estimated 

probabilities ye (i) j ∈ [0, 1] for each label j ∈ {1, 2, · · · , k}, the 

error is defined as: 

L(x (i) , y(i) ) = X k j=1 1{y (i) = j} log(ye (i) j ) [18] 

where 1{condition} is an indicator such that 1{condition is 

true} = 1 otherwise 1{condition is false} = 0. [18] 

TF-IDF vectorizer and count vectorizer of SVM used for 

depression prediction. TF-IDF transformer provided a matrix of 

the count. On the other hand, the count vectorizer transformed 

text into a sparse matrix of n-grams counts. Tf-Idf transformed 

and counted Vectorizer both perform well for prediction. That's 

why the authors used them both as a combined matrix. TF-IDF 

vectorizer showed higher accuracy than count Vectorizer, as is 

expected because TF-IDF balanced out with term frequency and 

its inverse document frequency. For the training model of TF-
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IDF Vectorizer and count Vertorizer, four types of the classifier 

were used. Those were Naïve Bayes, SVM, Logistic Regression, 

and Random Forest. From the training of those classifiers, the 

best accuracy of TF-IDF was SVM. That's why SVM was the 

chosen classifier for the prediction. 

SVM is a supervised machine learning algorithm for 

classification problems. It performs well for two classifier 

problems. As the authors used two types of data, depressive and 

non-depressive so SVM is the best selection for prediction. 

When a sentence is given to predict depressive or non-
depressive, the count vectorizer split the word from the sentence 

and counts the word's value. According to the word count from 

the given dataset, it shows prediction. If the number of depressive 

words is more significant than the non-depressive word, it shows 

depression or vice versa.     

4 Experimental Results 

4.1 Performance Evaluation  

With the small dataset in hand, the LSTM and CNN model 

only got 81.05% accuracy. For comparison, the model we also 

trained the model with Logistic Regression and got 81.49% 

accuracy. To get this accuracy, we have done multiple tuning, 

and after that, we have selected the tuning value. The parameter 

setting for the tuning is given in Table 2. 

Table 2 The list of values that are used in work 

Hyper-parameter Value 

Embedding Dim 300 

Hidden Units of LSTM 128 
The activation function 

of LSTM 

Sigmoid 

Batch Size 10 

No of CNN Layers 1 

No of Convolution 

filter 

32 

Activation function RELU 

Max pool size 2 

Regularization Dropout operation 

Dropout rate 0.2 

Learning rate 0.1 

TF-IDF and count vector models with different classifiers 

got us different accuracy for TF-IDF Vectorizer and counted 

Vectorizer as shown in Fig. 3. The best efficiency of the TF-IDF 

vectorizer was 67.62%, and the count vectorizer was 75.05%. 

That's why this TF-IDF and count vector model is unable to 

predict correctly. Sometimes it gets the wrong result. 

 

Fig. 3 Accuracy graph of TF-IDF Vectorizer and Count 

Vectorizer 

4.2 Comparison of Proposed Model  

Comparing with the international journal [11] helped 
determine the model's efficiency. The ground of comparison was 

different algorithms and accuracy. They have chosen Naive 

Bayes, Multinomial Naive Bayes, Logistic Regression, and 

Linear SVC as their main algorithms with 1000 Bangla dataset. 

While we achieved 81.05% with LSTM and CNN, this proposed 

research is different from this research. Still, the authors tried to 

compare the deep learning model training accuracy with ML 

model training accuracy. That's the main reason for the selection 

of this particular research paper. 

That comparison research showed that only 53.93% could 

be achieved with unigram and emoticon while unigram, 
emoticon, and depressive word lists showed different accuracy 

for different algorithms. With our TF-IFD vectorizer, and count 

vector accuracy of TF-IDF is much better than this proposed 

method as shown in Fig. 4. Different batch sizes, feature sizes, 

and different classifiers are responsible for different accuracy. 

   

 

Fig. 4 Comparison model (Series 1: LSTM-CNN, Series 2: Comparison research) 
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5 Discussion 

The authors used the CNN-LSTM hybrid model to execute 

their system. As far [29], a paper has already been completed 

with this hybrid model using English Dataset. But the new thing 

in this paper is that the authors used the same hybrid model using 

the Bangla dataset. But as the Bangla dataset is not available so 

much, the authors have created a small dataset for execution. 

After executing the hybrid model using the Bangla dataset, it 

performed well in detecting depression. In this modern era, most 

people are found in depression because of work stress and some 

other problem. 
On the other hand, social media is a common way to express 

their emotion to decrease their sorrow or expand their happiness. 

So, it is easy to find out someone's emotional status or daily status 

through social media. This kind of data is most famous for the 

proposed system. Sometimes treatment can be given through 

social media. The authors have executed a system that can 

predict depressive and non-depressive status. After knowing that 

the person is in extreme level depression, some sort of treatment 

can be done through social media. This procedure can reduce the 

cause of death due to depression. 

6 Conclusion 

This paper tried to implement a hybrid algorithm to 

recognize depression in social media using Bangla datasets. 

Natural Toolkit was used for pre-processing the dataset. The 

dataset contains both depressive and non-depressive Facebook 

Bengali status. Word vector was used, which is full of the 

vocabulary of all Bangla words. This word vector helps to create 

an embedding matrix. In the embedding layer, an embedding 

matrix creates to feed into the CNN model. After getting a 

sequential result that is fed into the LSTM model, Support Vector 

Machine was used for prediction with a short number of datasets 

at the end of all processes. Count vectorizer showed the best 

performance than TF-IDF tokenizer. TF-IDF is unable to give 
precise results because of the small data set. Proposed better 

algorithms than LSTM and better datasets could achieve more 

efficiency. We used LSTM and CNN for our model, but in the 

future, the work would build the model using better RNN. After 

detecting depression, then the program will suggest, according to 

the result, if they need any counseling or not. 
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ABSTRACT   

In the era of artificial systems, disease detection is becoming easier. For detecting disease, monitoring the plants 24 hours, visiting 

the agricultural office, or asking for help from a specialist seem difficult. This situation demands a user-friendly plant disease detection 

system, which allows people to detect whether the plant is diseased or not in an easier way.  If the plant is diseased, a treatment plan 

will also be notified. In this way, people can easily save time, money, and, most importantly, plants. In this study, the researchers have 

collected data of vegetables from a field and applied multiple diversified Neural Network Algorithms such as CNN, MCNN, FRCNN, 

and, along with that, also proposed a new modified neural network architecture (ModCNN), which has produced 97.69% accuracy. 

The authors have also classified the bean leaf diseases into four categories according to their symptoms, which will help to identify 

diseases accurately. 

Keywords: Artificial, Agriculture, Monitoring, Disease Detection, Neural Network. 
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1 Introduction   

As days go by, people face different types of problems 

regarding plant disease. Some may know the reason and 

treatment, but most people do not. People tend to browse online 

to find out the answers. However, what if the answer can be 

found just by uploading a photo? In this way, people will not only 

know the cause, types of the disease but also will be able to know 

about the treatment. This process will be time, cost-effective and 

allow people to interact more and gain valuable information 

about plants.  

At present, it is comprehensible to design such a system that 

can interact with people more effectively. Different types of 

organizations such as Bangladesh Rice Research Institute, Sher-

E-Bangla Agricultural University, etc., are researching 

continuously to discover new findings for different kinds of 

crops. The objective of this research is to detect plant diseases. 

Moreover, this research study has classified the bean leaf disease 

into four categories: low, mid, high, and fully infected. It will 

specify how much the disease has spread through the leave, and 

it will notify the user to take fruitful steps. These will help the 

agriculture field advance towards development, and the 

researchers will contribute more. Several studies related to this 

topic have been done before. In paper [1], the authors have used 

50,000 images to classify plant disease. 

In contrast, in paper [2], the authors have combined three 

color components in a three-layer convolutional network to 

address plant disease accurately. In another paper [3], the authors 

have also worked with 14 different crops and deliver the highest 

accuracy in finding the disease. Therefore, it has been seen that 

this research study provides slightly less accuracy than some of 

the other research studies. Nevertheless, in this study, the 

researchers differentiated the diseases and identified the disease 

more specifically. The researchers have built their own CNN 

architecture that gives higher accuracy among the algorithms the 

authors have used so far.  

In paper [4], the authors have used a cloud-based platform 

to track the disease easily for farmers. In paper [5], the authors 

have detected early leaf disease to ensure efficient crop 

production. In paper [6], the authors have worked with 14 

different crops with distinct 25 diseases, which gives high 

accuracy results. 

There are other related works as well, which intend to 

perform disease detection and provide good results. 

2 Background 

In paper [1], the authors have classified and recognized plant 

disease. At most, 50,000 images have been used in the database. 

CNN, with GoogLeNet architecture, has been implemented here 

with augmented training datasets. Plant pathologists' and 

farmers' participation will improve the process for collecting the 

images, image labeling, and other parts of the plants such as root, 

stems, and so on that will produce different future results. 

In paper [2], the authors have depicted vegetable leaf 

disease's recognition process combining three-color components 

using a three-channel convolutional network (TCCNN) model. 

In paper [3], the authors have used deep learning models to 

identify plant disease. To train the architectures, Keras with 

Theano backend have been used. In this paper, the authors have 

used VGG16, Inception v4, ResNet with 50,101,152 layers, and 

DenseNets with 121 layers for the model. 

In paper [4], the authors have implemented the CNN model 

and a cloud-based platform to identify and track farmers' plant 

disease. In the future, using different factors such as soil, 

pesticide treatment, temperature, rainfall, etc., will improve the 

accuracy of the model and will help to enable disease forecasting. 

In paper [5], the authors have detected early leaf disease for 

the efficient production of crops. CNN and Learning Vector 

Quantization (LVQ) algorithms have been implemented with 

three channels (RGB components) based filters. 

In paper [6], the authors have used AlexNet, GoogLeNet 

architecture with a transfer learning approach for building the 

model for detecting the disease of plants using leaves images. 

http://creativecommons.org/licenses/by-nc/4.0/
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Image collection using realistic methods will produce different 

results in the future. 

In paper [7], the authors have implemented architectures of 

CNN, such as AlexNet, AlexNetOWTBn, Overfeat, VGG, and 

GoogLeNet, to build the model for detection and diagnosis of the 

disease of the plants. Automated pesticide prescription systems 

will allow the farmers to purchase the appropriate pesticides in 

the future.  

In paper [8], the authors have diagnosed the early detection 

of apple leaf diseases by implementing GoogLeNet Inception 

architecture and Rainbow Concatenation, INAR-SSD (Single-

shot multi-box detection with Rainbow Concatenation and 

inception module). 

In paper [9], the authors have developed a multilayer 

convolutional neural network (MCNN) to predict healthy or 

diseased mango tree leaves. At most, 1070 real-time healthy or 

diseased Mango tree leaf images and 1130 images from plant 

village datasets have been used. The authors have detected fungal 

disease-Anthracnose of Mango tree leaves. Their proposed 

model has given 97.13% accuracy, which is higher than the other 

approaches. In the future, working with other plants with 

economic importance will produce different results. 

In [10], [11], [12], [13] and [14] the authors have applied 

Faster R-CNN with FCM-KM fusion for the rapid rice blast, 

bacterial blight, and blight disease detection. The authors have 

also used the 2DFM-AMMF algorithm for noise reduction and 

faster 2D-Otsu segmentation. The authors have applied a max 

and min distance algorithm for the optimization of FCM-KM. 

The average accuracy found from the proposed model is 97.2%. 

In the future, automated rice disease detection using mobile will 

allow real-time monitoring and pest identification. 

In the paper [15], the authors have used K-means clustering 

and support vector machine algorithms to predict and classify 

soybean leaf disease. The diseased leaves are divided into 

Septoria leaf blight, downy mildew, and frog eye.  Four thousand 

seven hundred seventy-five images of plant village datasets have 

been taken. The average classification accuracy found from the 

model is almost 90%. In the future, using real-time images will 

bring a difference to the result.  

3 Main Focus of the Article 

Numerous researches have been done to detect plant 

diseases, but the researchers have applied either existing 

algorithms or proposed algorithms. The main goal behind this is 

to increase accuracy as much as possible to produce an accurate 

result. In paper [1], the author has applied CNN with GoogleNet 

architecture on a database that contains 50,000 images of 171 

diseases affecting 21 plant species. Still, the author has only used 

corn disease due to its’ widest variety of conditions. The author 

has been able to achieve only 87% accuracy. Still, their future 

task of involving farmers and plant pathologists in image 

collection has been one of the inspirations behind this study. In 

paper [5], the authors have applied CNN with the Learning 

Vector Quantization algorithm on 500 images of Tomato with 

four symptoms of diseases and have achieved only 86% 

accuracy. However, while going through the detection phase, the 

authors have faced issues such as some of the images being 

labeled in the wrong classes due to their similarities. In this study, 

the researchers have used CNN, MCNN, FRCNN, and ModCNN 

to detect the diseases according to classes accurately. Paper [1] 

and paper [5] have worked as good influences. This study 

focuses on proposing a new algorithm to produce the highest 

accuracy to detect plant diseases accurately and involve people 

from all occupations in this process. 

The data, which will be collected from the user, will be 

processed thoroughly to predict the disease. The data collected 

from the user can be the image of the plant. This disease 

prediction will help to reduce costs in the future, minimize 

treatment costs and unexpected expenses. 

Using the prediction outcome, people do not need to wait for 

any agricultural officers or expert opinions. Instead, they can 

immediately start taking preventive measures and treatment 

actions if required. Nevertheless, for advanced cases of plants, 

experts’ advice is highly recommendable. Therefore, this study's 

proposed prediction model helps people save plants and provide 

better services. It also reduces the time of diagnosis and 

unnecessary cost of treatment. 

4 Methods and Materials 

4.1 Image processing in plant disease detection 

Through the image processing method, many different types 

of photos of plants (data) can be diagnosed. These data can be 

structured or not. However, using this method to detect plant 

disease and provide information is excellent research to help the 

agricultural arena. Many people live their livelihood through 

farming without knowing what type of disease the plant has, 

what kind of pesticide or treatment to cure the plant. Though 

there are many agricultural departments and officers to train the 

farmers, not everybody visits those places to train himself or 

herself. During bad weather or pandemic, people stay at home to 

be safe. In this type of situation, people can only use their 

electronic devices to detect plant disease as nowadays everyone 

uses a cellphone. In this way, life gets more comfortable, and 

people can be more productive.   

By performing Image processing on an image, one can 

easily extract the required information about the image. It is one 

kind of signal processing method, where the image will be the 

input, and the output can be an image or some characteristics 

related to that image. As nowadays, the uses of image processing 

are rapidly increasing, it is also becoming more efficient and 

valuable to researchers. It is one of the core areas of the research 

involving three steps. 

 Step 1: Using acquisition tools, import the image 

 Step 2: Manipulate and analyze the image 

 Step 3: Show output where the result is either an altered 

image or report found in image analysis 

In image processing, two kinds of methods are generally 

used, and they are Analogue and Digital. Analog image 

processing is mainly used for hard copies such as photographs 

and printouts, while the digital image processing technique 

manipulates digital images through computers. All kinds of data 

undergo three general phases while implementing digital 

techniques. 

 Phase One: The image will be pre-processed 

 Phase Two: After enhancing, the image will be displayed 

 Phase Three: Extract the required information about the 

image 

Digital Image Processing mainly involves three parts. 

 Collection of images. 

 Processing of image. 

 Analysis of image. 



F. Nihar et al. /JEA Vol. 02(01) 2021, pp 48-57 

50 

 

At the basic level, there are three components in a digital 

image processing system.  

To process images, a computer system. 

 An Image Digitizer. 

 A Display Device to display image. 

There are several essential steps of image processing 

required to process an image and predict accurate results. 

 Step 1: Image Acquisition. 

To produce a digital image, one or more image sensor is 

needed. Apart from that, different kinds of light-sensitive 

cameras including, radar, range sensors, ultrasonic cameras, 

tomography devices, etc., are also required.  

 Step 2: Image Enhancement. 

It is mainly used to improve the image's visual quality to 

bring out the details hidden inside the image. There are also two 

types of techniques: The transform domain method and the 

spatial domain method.  

The spatial domain Method performs directly on the pixels 

where the transform domain method only plays on the Fourier 

transform of an image and transforms it back to the spatial 

domain. 

 Step 3: Image Restoration. 

 It is used to remove the noise from the original version of 

the image. Noise can occur due to camera shaking, less light, etc. 

In this case, filters are used to remove the noise. Here, after 

taking a corrupted or noisy image, one can easily estimate the 

clean original image. Corruption can occur in many different 

forms like motion blurriness, noises, and missed camera focus. 

 Step 4: Morphological Processing. 

It can extract components of images that are useful to 

represent and describe the shape. It is also used for edge 

detection. It is like a convolution process. 

 Step 5: Segmentation. 

It partitions the image into a set of pixels. It involves two 

techniques: Local Segmentation, Global Segmentation. 

In Local Segmentation, sub-images are mainly segmented. 

These images are like small windows in a whole image. The 

number of pixels that are available to local segmentation is 

always less than global segmentation. 

In Global Segmentation, segmentation of a whole image is 

performed. The goal of this is to simplify or change the 

representation part of an image into something else, which can 

be easily analyzed and will be meaningful too. 

 Step 6: Object Recognition. 

 It recognizes different parts of an image, such as color, 

shape, and texture. It can comprehend an object's physical 

properties and apply semantic attributes to that particular object, 

which also involves the realization of usage, prior experience 

with that specific object, and how it relates to the others.  

 Step 7: Representation. 

One can represent an object by its boundary (its external 

characteristics) or internal characteristics (texture). 

 Step 8: Description. 

The object boundary may be described by its length, 

orientation, or number of concavities. 

 Step 9: Image Compression. 

It is mainly performed to save disc space by representing an 

image with a minimum number of bits. There are two kinds of 

image compression, and they are Lossy compression, Lossless 

compression. 

In Lossy compression, some of the information is lost, and 

in Lossless compression, the image that will be re-constructed 

will be the same as the original version of the image. In the 

Lossless compression method, two techniques are being used: 

run-length coding and Huffman coding. 

 Step 10: Color Image Processing. 

Within 100 shades of grey, the human eye can only 

distinguish hundreds of thousands of different colors. The image 

contains more information. Using this information, one can 

simply analyze images such as object identification, extraction. 

In the image processing approach, the image can be easily 

analyzed in the post-processing part. Images can be stored in 

computer memory, and the initial cost can vary. 

The architecture of the Proposed System 

      In this study, Fig. 1 presents the proposed user-friendly 

plant disease detection system architecture, which has focused 

on three phases. 

 Phase One: The data collected with the unique interaction of 

electronic devices. 

 Phase Two: Analyze and process the data given by 

individual users for future disease prediction. 

 Phase Three: Detect plant disease along with providing 

necessary information 

 

 

Fig. 1 Three phases of user-friendly plant disease detection 

system 

Here, in Fig. 1,  

Input Leaf Image -> Pre-Processing-  >   Feature Extraction 

-> NN Classification -> Diseased / Healthy. 



F. Nihar et al. /JEA Vol. 02(01) 2021, pp 48-57 

51 

 

Diseased -> Detect Region Classified. 

Database Images -> Training Images -> NN Classification. 

The system will collect data through a user interface. Users 

can use electronic devices to input data. The data can be an image 

of the plant, such as the leaf of the plant. After collecting the 

image, it will be compiled with the trained model the authors 

already have. I t will classify whether the plant is diseased or not. 

If it is healthy, it will be informed to the users. However, if it is 

not, then treatment plans and suggestions will be shown to the 

users. In this research, the researchers have used only two types 

of plants: Tomato and beans. In the case of Tomato, it will only 

show the two statuses (healthy, diseased). But, in the case of 

beans, it will show two types of state (healthy, diseased); in 

diseased, there are also three classifications (low affected, 

medium affected, and profoundly affected). The authors already 

have the data on the temperature of each area from previous 

years. So, based on those data, necessary actions will be 

suggested to the users.  The data (image, output, and 

temperature-related data) will be stored in a cloud-based 

database such as Google Drive. 

 

Fig. 2 Implementation of a user-friendly plant disease detection 

system. 

Fig. 2 represents the implementation phase of the plant 

disease detection system. 

At first, it welcomes the user to this ‘Plantology’ 

Application. It analyzes a given image and, after detection, 

provides output such as ‘Fully Diseased Bean leaf, search if there 

is more than 30% of leaves are similar. If it is, then remove the 

plant; otherwise, remove the diseased leaf. Please water the 

plants, and the temperature is high; this time, the insects will 

increase the virus infections’. 

4.2 Brief system architecture 

4.2.1 Convolutional Neural Network (CNN) 

This algorithm addresses classification problems and helps 

to recognize images. It is also used in identifying videos, 

recommendation systems, etc. There are four layers in this 

network. 

Layer One: Convolution. 

The features metric has been generated randomly in the 

convolutional layer and multiplied using the matric with the 

input image pixel-by-pixel values. Then, all the values are added 

and divided with the total number of feature pixels. Here, the 

feature pixel is generated randomly, and the weight is passed 

down for forwarding propagation. After that, the weight will be 

updated after Backpropagation. In this way, after completing the 

calculation, the final metric is found. 

Layer Two: ReLu. 

Rectifier Linear Unit is also known as ReLu, which works 

as one of CNN's activation functions. ReLu mainly helps remove 

the negative values from the result gained from Convolution 

Layer, which helps get only the primary feature value from the 

image. The ReLu equation can be explained when the input is 

less than zero; the output is equal to zero. When the input is 

greater than or equal to zero, the output is similar to the input.  

Layer Three: Pooling. 

There are many kinds of pooling functions, such as max 

pooling, average pooling, mean pooling, etc. For this algorithm, 

max pooling is widely used, and it has mainly 2×2 or 3×3 

window size, where it only gives the maximum values from the 

metrics to generate only the most essential values from the data. 

It helps to shrink the input metrics. After passing the pooling 

layer, the final parameter is found, and that will be sent to the 

next layer. 

Layer Four: Fully Connectedness (also known as Fully 

Connected Layer). 

It converts the input metrics into a 1D array or a single list. 

CNN can be sequential or functional. On CNN, some hidden 

layers are called convolutional layers, and they make a CNN. 

There can also be non-convolutional layers, but the base of a 

CNN is mainly the convolutional layers.  This layer receives 

input, transforms it somehow, and shows the output after that. 

This output will be the input for the next layer. With this 

convolution layer, this transformation that passes through is 

called a convolution operation. Convolution layers can easily 

detect images and patterns, such as edges and images also. While 

using the convolutional layer, one needs to specify the number 

of filters that the layers will work with. These filters mainly 

detect the patterns. ReLu or Rectified Linear Activation Function 

transforms the summation of the weighted input from a particular 

node to the activation part and shows the output. To make 

training more comfortable and achieving better performance, it 

is highly needed. The pooling layer simplifies the data by 

reducing dimensionality. This also reduces training time and 

overfitting problems. In the fully connected layers, every neuron 

is connected to the next. In this stage, it mainly looks for those 

features, which accurately describe the particular classes. The 

result shows a probability with a single vector that is embodied 

in depth.    

This algorithm is being used in different areas such as 

vehicle recognition systems, natural language processing tasks, 

computer vision, drug discovery, game playing, etc. 

 

4.2.2 Multi-Layer Convolutional Neural Network (MCNN) 

MCNN works just like CNN, it is just different from most 

of the other CNN architectures, and it consists of multilayers of 

the convolutional layer. It is also one of the deep learning models 

that are used for solving complex problems.  

In the model described in the paper [8], they have been 

inspired by AlexNet architecture, which has six convolutional 

layers with six ReLU(Rectifier Linear Unit), three max-pooling 

layers, one flatten layer, and two dense or fully-connected layers. 

The first two convolutional layers’ size is (128, 3×3), the next 
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two convolutional layers’ size is (256, 3×3), and last two 

convolutional layers’ sizes are (384, 3×3) and (256, 3×3). In this 

model, the authors have used each of the max-pooling layers with 

a pool size of (2×2) and a dropout rate of 0.2. The flatten layer 

helps the result set to convert into output form, and the dense or 

fully-connected layer supports it to turn into a 1D array or single 

list and uses SoftMax as the activation function. 

4.2.3 Faster Region-based Convolutional Neural Network 

(FRCNN) 

FRCNN is implemented to detect the object. It uses a search 

selective algorithm to discover the regions of interest and passes 

those to a ConvNet. Then it searches the areas that may be an 

object by uniting similar types of pixels and textures into 

multiple rectangular boxes. The search selective algorithm is 

calculated based on the feature map's output, which is found in 

the previous step. 

After that, the ROI (region of interest) pooling layer is 

implemented to ensure that the standard and pre-defined output 

sizes are all accurate. Then, valid outputs are passed down to 

fully connected layers to be considered as inputs. In the final step, 

two output vectors are implemented to portend the observed 

object with a SoftMax classifier and modify bounding box 

localizations along with a linear regressor.  Before training, the 

images have been annotated using the label box. After training, 

it produces a significant result with annotation.  

In FRCNN, RPN (region proposal network) is used to 

reduce computation costs and detect images faster than before. 

RPN uses a feature map as input, which is generated by the 

network. It slides a 3X3 sliding window over that map with the 

help of K anchor boxes. Besides, it performs this operation for 

each window. One gets an anchor box every time after each of 

the training phase finishes. Anchor box helps to improve the 

output of the detection and reduces cost. As for the training 

phase, one may consider the sliding window with a different 

scale and aspect ratio. In this case, anchor boxes help a lot, as it 

is scale and translation invariant. 

After that, one will calculate loss using the loss function. 

There are also two kinds of loss functions here. One is 

Classification Loss, and the other is Regression Loss. To train 

the RPN, randomly 256 anchors will be selected and considered 

as a mini-batch. Then, the loss function will be computed using 

this.   

 

Fig. 3 The labeled image of the low infected leaf of bean 

Fig. 3 indicates the labeled image of the low infected leaf of 

the bean. 

 

Fig. 4 The labeled image of the medium infected leaf of bean 

Fig. 4 indicates the labeled image of the medium infected 

leaf of the bean.  

 

Fig. 5 The labeled image of the highly infected leaf of bean 

Fig. 5 represents the labeled image of the highly infected leaf 

of bean 

 

Fig. 6 The labeled image of the fully infected leaf of bean 

Fig. 6 depicts the labeled image of a fully infected leaf of the 

bean. 
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Fig. 7 The labeled image of the healthy leaf of bean 

Fig. 7 represents the labeled image of the healthy leaf of 

bean 

 

Fig. 8 The labeled image of the infected leaf of Tomato 

Fig. 8 shows the labeled image of the infected leaf of 

Tomato 

 

Fig. 9 The labeled image of the healthy leaf of the Tomato 

Fig. 9 indicates the labeled image of a healthy leaf of 

Tomato. 

4.2.4 Modified Convolutional Neural Network (ModCNN) 

This model is a sequential model that consists of a few 

layers. The architecture of this model is shown in Fig. 10. In this 

model, at first, there are two convolution layers with the size of 

(32, 3X3). Then comes the max-pooling layer with size (2X2). 

Again, comes two convolution layers with the size of (64, 3X3). 

Then, a max-pooing layer with size (2X2). Now comes one 

convolution layer with the size of (128, 3X3). Again, comes a 

max-pooling layer with size (2X2). At this stage, there will come 

a flattened layer. In the final stage, there will be two fully 

connected layers with a SoftMax activation function. This model 

will be implemented to process the images and detecting them 

accurately. 

There are various optimizers, but the authors have used 

Adam optimizer, which manipulates the learning rate by 

changing momentum. For loss function, binary cross-entropy has 

been used, which generates multiple classes' loss function. The 

learning rate is 0.05, and after the learning rate, the batch size 

was 32. In the study, the researchers have used 25 epochs. 

Though different numbers of epochs have been used through the 

research, at last, 25 epochs have succeeded in achieving the 

highest accuracy in both the training & testing phase, which are 

respectively 98.52% and 97.69%. 

 

Fig. 10 The architecture model of the proposed ModCNN 

algorithm 

4.3 Environmental setup 

The authors have conducted this research using Anaconda 

Navigator (Jupyter Notebook) version 3.2 and have used python 

as a programming language. The laptop used to conduct this 

research and compile codes has 8 GB Ram, 4 GB Graphics, 256 
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GB SSD, and the Intel is CORE i5. In the backend, h5py, Keras 

2.0.3, NumPy, OpenCV-python, and sklearn have been used. 

4.4 Dataset and disease description 

In this research, two plant leaves have been used, and they 

are bean and Tomato. The images of leaves have been collected 

from Sher-E-Bangla Agricultural University under the 

supervision of Dr. Md. Belal Hossain, Professor, Department of 

Plant Pathology (Faculty of Agriculture). While collecting the 

images, white background has been used. There are a total of 

1043 images of bean and tomato leaves. In the case of beans, 

there are 596 images where 213 images are healthy leaves, and 

383 images are diseased leaves (71 images of low infected, 76 

images of medium infected, 187 images of highly infected, and 

49 images of fully infected). In the case of Tomato, there are a 

total of 447 images where there are 302 healthy images of leaves 

and 145 diseased images. The Tomato has ‘Leaf Curl disease,’ 

and the bean has ’Mosaic Virus.’ But, while evaluating, the 

tomato leaf will only show whether it’s diseased or healthy, but 

the bean leaf will show four stages when it’s diseased (low, 

medium, high, and fully infected). 

In this study, the researchers have worked with two diseases; 

one is tomato curl leaf, and the other is the bean mosaic virus 

disease. In tomato leaf curl disease, the leaf becomes curl due to 

the leaf curl virus's effect. In this case, the plant grows severely 

unbalanced, the size of the leaf decreases, excision in flowers, 

and so on. An insect named Aphid works as a carrier of this virus. 

On the other side, for bean leaf, when the mosaic virus occurs, 

the leaf shows some light green spots. The more virus affects the 

leaves, and the spots become bigger. In this case, the whitefly 

insect is the carrier of the mosaic virus. 

At a temperature of 25 -35 degrees, Celsius is suitable for 

both carriers to outspread the Tomato and Bean leaves' virus. If 

the insect is reduced from the plant, the outspread of the virus 

will also decrease. For that reason, at that temperature, the plants 

must be watered, and pesticides must be used. The virus-affected 

leaf should be removed from the plant to protect the other leaves 

from the virus. If the temperature is <25%, the leaf is affected by 

the virus, and then the plant can be saved by removing the 

affected leaves. However, if it goes more than 40%, the plant has 

to be cut down to protect other plants near it from the virus. In 

this study, the authors have built a modified CNN model that 

gives 97.69% testing accuracy in predicting Tomato and bean 

leaf diseases. The researchers have also collected temperature-

related data of the Dhaka division from the previous years, which 

also shows the average temperature of each month. The model 

will take input of an image of either Tomato or bean leaf that will 

predict if it is diseased or not. If the leaf is diseased, then the 

model will take the month from the system automatically. It will 

check the temperature-related data of that month for that year, 

and if the temperature is higher than 35-degree coleus at that 

time, the model will suggest watering the plants and using 

insecticide. If the situation becomes more dangerous or gets out 

of hand, the user will be advised to visit any specialist for further 

treatments. 

5 Results and Discussions 

5.1 Comparison of Performances 

There will be a comparison of detailed analysis among this 

study with some of the other authors’ studies related to plant 

disease detection using various deep learning models. 

 

Fig. 11 Test accuracy of MCNN (%) between this study & 

paper [9]| 

Comparison based on test accuracy in the MCNN algorithm 

between this study and paper [9]| has been represented in Fig. 11. 

This study has achieved 94.08% test accuracy white paper [9]| 

has scored 97.13%. In this case, paper [9]| has provided better 

performance than this study. 

Comparison based on test accuracy in the FRCNN algorithm 

between this study and paper [10] has been indicated in Fig. 12. 

This study has achieved 60% test accuracy while paper [10] has 

scored 98.26%. In this case, paper [10] has provided better 

performance than this study. 

 

Fig. 12 Test accuracy of FRCNN (%) between this study & 

paper [10] 

Comparison based on test accuracy in the case of CNN, 

MCNN, FRCNN, and Modified CNN algorithm among this 

paper and the other papers from the related work has been 

represented in Fig. 13. This paper has achieved 97.69% test 

accuracy using the proposed modified CNN, while paper [3] has 

scored 99.75%. In this case, both of the papers have shown 

promising performances as both of them have used different 

types of algorithms and have still managed to score more than 

95%. 
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Fig. 13 Test accuracy of plant leaf disease detection using different CNN architectures 

 

Fig. 14 Accuracy graph of the algorithms used in this study 

 

Fig. 15 Test accuracy of tomato and bean leaf disease detection using CNN 
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Table 1 Comparison table of used methods along with the test accuracy of related works 

References Used methods Datasets Test Accuracy (%) 

[1] CNN Corn Leaf 87 

[2] TCCNN Tomato leaf 91.15 

[3] CNN 14 different plant leaves from Plant village 99.75 

[4] CNN Plant village datasets 95 

[5] CNN with LVQ Tomato leaf 86 

[6] CNN 14 different corps from plant village 99.35 

[7] CNN 25 different plants 99.53 

[8] CNN Apple leaf 78.8 

[9] MCNN Mango leaf 97.13 

[10] Faster RCNN Rice leaf 98.26 

Comparison based on the test accuracy of tomato and bean 

leaf disease detection using different types of CNN among this 

paper and the other papers from the related work has been shown 

in Fig. 15. This paper has achieved 97.69% test accuracy using 

the proposed modified CNN, while paper [3] has scored 99.75%. 

In this case, both of the papers have shown outstanding 

performances as both of them have used different types of CNN 

and have still managed to score more than 95%. 

The comparison based on some other papers from the related 

works has been indicated in  

Table 1. The factors which are considered here are used 

methods, datasets, and test accuracy in percentage. From  

Table 1, it is clear that paper [3] has scored the highest test 

accuracy. It has used 14 different plant leaves from the plant 

village and achieved 99.75% accuracy by implementing CNN.   

Table 2 indicates that the proposed ModCNN model 

provides the highest accuracy in both training & testing phases 

among the models used for the dataset. 

Table 2 Comparison table of accuracy based on the used 

methods to detect tomato & bean leaf diseases 

Accuracy 

 Train Accuracy Test Accuracy 

CNN 98.21 % 96.62% 

MCNN 98.51% 94.08% 

ModCNN 98.52% 97.69% 

Faster RCNN 66% 60% 

6 Conclusion and Future Work 

6.1 Limitations 

Now, at this point, different types of questions can arise, 

such as why the accuracy is lower. Well, due to some limitations, 

the authors have encountered this type of situation. 

While collecting data, the authors have faced image pre-

processing steps due to image capture conditions as all of the 

images have been collected directly from the field, then sent to 

the pre-processing stage. In the pre-processing stage, some of the 

images were almost similar. Therefore, it was complicated to 

differentiate them to assign them to a particular class label. But 

it will not be an issue for the farmers who will use this model. 

The researchers have faced these kinds of problems for training 

the model, but in the farmer's case, they don’t have to give an 

accurate image of their plant as the researchers did. They can 

provide raw data from the field, and the model which have been 

implemented and trained by the researchers will predict the 

disease accurately. The farmers don’t have to train the model and 

go through the testing phase like the researchers, so at the user 

end, they will not face these kinds of problems in the future. 

From the result of the algorithms used in our study, Mod-

CNN has provided the highest accuracy result though there is a 

limitation of collecting lots of data. For the other algorithms, 

such as FRCNN, which has produced the lowest test accuracy 

result. Nevertheless, it has been found that if there is a low 

amount of data, then FRCNN is not preferable for creating those 

models. If some developers or researchers want to expand this 

study, it will be better to get more data to increase the accuracy 

result for FRCNN. But for Mod-CNN, they can use our model 

and work with other crops and vegetables.  

However, after facing all these issues, the authors have tried 

hard and achieved 97.69% accuracy and intend to increase 

accuracy in the future. 

6.2 Future Work  

This study's future work is to develop a user interface on 

android using a cloud-based storage system and apply other 

algorithms to improve the performances. This will add a new 

dimension and open another way in the agricultural arena to 

improve the system by including more interactive features. 

Twenty-four hours of the monitoring system for the plants 

through live video recording and live monitoring systems can be 

developed to notify the user via the internet system if there are 

any slight chances of infection in the leaf. In this way, the user 

can take any required action instantly.     

6.3 Conclusions 

The proposed system for detecting plant disease will 

improve the agricultural system's development, which will 

accurately predict whether a plant is infected or not. If not, it will 

be notified, but if affected, then the treatment plan will also be 

provided to help the user save the plant as soon as possible. This 

system allows the user to diagnose diseases earlier to take 

reasonable preventive measures beforehand and save plants. This 

is a time-effective approach as the users can easily do it within a 

short amount of time without visiting anywhere. It is cost-

effective, as it does not require any money to diagnose the 

disease. This system shows a better and promising future in the 

agricultural arena, and people need this system to save the plants 

from leading a happy, healthy, and comfortable life. 
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ABSTRACT   

To describe the interior phenomena of the mysterious problems around the real world, non-linear partial differential equations 
(NLPDEs) plays a substantial role, for which construction of analytic solutions of those is most important. This paper stands for a goal 

to find fresh and wide-ranging solutions to some familiar NLPDEs namely the non-linear cubic Klein-Gordon (cKG) equation and the 

non-linear Benjamin-Ono (BO) equation. A wave variable transformation is made use to convert the mentioned equations into ordinary 

differential equations. To acquire the desired precise exact travelling wave solutions to the above-stated equations, the rational (𝐺′/𝐺)-

expansion method is employed. Consequently, three types of equipped solutions are successfully come out in the forms of hyperbolic, 

trigonometric and rational functions in a compatible way. To analyse the physical problems arisen relating to nonlinear complex 

dynamical systems, our obtained solutions might be most helpful. So far we know, these achieved solutions are different than those in 

the literature. The applied method is efficient and reliable which might further be used to find different and novel solutions to many 

other NLPDEs successfully in research field. 

Keywords: The rational (𝐺′/𝐺)-expansion method, nonlinear partial differential equation, complex transformation, exact solution. 
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1 Introduction   

In this new era, nonlinear phenomena have arisen in a wide 

range in the area of extensive physical science and mathematics. 

The nonlinear mechanism of nature can be depicted by NLPDEs. 

For this reason, with the rapid development of nonlinear 

sciences, it has debuted with a lot of importance in physical 

science and mathematics and many research works have been 

done to analyse these equations. A special case, the closed form 

solutions of NLPDEs bears significant role to delineate many 
models concerning the underlying mechanisms of real world. 

Subsequently, research on this topic is becoming as a matter of 

attraction in the field of nonlinear science day by day. With this 

importance, for the analytical solutions of NLPDEs, many 

traditional techniques have been emerged and implemented to 

solve various kinds of problems such as the Adomian 

decomposition method [1]-[2], the tanh function method [3]-[4], 

the simplest equation method [5]-[6], the Jacobi elliptic function 

method [7]-[8], the expansion function method [9]-[10], the 

modified simple equation method [11]-[12], the (𝐺′/𝐺)-

expansion method [13]-[14], the cosh function method [15]-[16], 
the homotopy perturbation method [17]-[18], the multiple exp-

function method [19]-[20], the Bernoulli sub-ODE method [21]-

[22], the homotopy analysis method [23]-[24], the variational 

iteration method [25]-[26], the modified tanh-coth method and 

the extended Jacobi elliptic function method [27], the He 

homotopy perturbation method [28]-[29], the homogeneous 

balance method [30], the inverse scattering method [31], the 

Backlund transformation method [32]-[33], the extended 

modified direct algebraic method [34]-[37]. In this paper, we 

have described the rational (𝐺′/𝐺)-expansion method [38]-[41]. 

2 Explanation of the Technique 

Consider the following NLPDE: 

 

𝐹(𝑢, 𝑢𝑥 , 𝑢𝑡 , 𝑢𝑥𝑥 , 𝑢𝑡𝑡 , 𝑢𝑡𝑥 ⋯ ) = 0 (1) 

where 𝑢 = 𝑢(𝑥, 𝑡) and the subscripts in 𝑢 represents partial 

derivatives. Followings are the main steps of the rational 
(𝐺′/𝐺)-expansion method: 

First step: Introduce the transformation   

 𝑢(𝑥, 𝑡) = 𝑈(𝜉), 𝜉 = 𝑥 ± 𝑣𝑡 (2) 

where 𝑣 stands for the wave velocity. This transformation 

reduces Eq. (1) to the ordinary differential equation with 

respect to 𝜉, 

𝑄(𝑈, 𝑈′, 𝑈′′, 𝑈′′′, ⋯ ) = 0 (3) 

Second step: Take anti-derivative of Eq. (3) as much as 

possible; the integral constant may be considered as zero for 

seeking solitary wave solutions. 

Third step: Consider the solution of Eq. (3) as follows: 

𝑈(𝜉) =
∑ 𝑎𝑖(𝐺′/𝐺)

𝑖𝑛
𝑖=0

∑ 𝑏𝑖(𝐺′/𝐺)𝑖𝑛
𝑖=0

  (4) 

with unknown constants 𝑎𝑖 and 𝑏𝑖(𝑖 = 0,1,2, ⋯ , 𝑛) in which at 

least one of 𝑎𝑛 and 𝑏𝑛 is non-zero. 𝐺 = 𝐺(𝜉) satisfies the 

ordinary differential equation, 

𝐺′′(𝜉) + 𝜆𝐺′(𝜉) + 𝜇𝐺(𝜉) = 0 (5) 

where  𝜆 and 𝜇 are real parameters. Eq. (5) has turned into 

𝑑

𝑑𝜉
(𝐺′/𝐺) = −(𝐺′/𝐺)2 − 𝜆(𝐺′/𝐺) − 𝜇 (6) 

Then we have the general solutions of Eq. (5) (or equivalent to 

Eq. (6)) as follows: 
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(𝐺′/𝐺) = −
𝜆

2
+

√𝜆2−4𝜇

2
(

𝐴𝑠𝑖𝑛ℎ((√𝜆2−4𝜇/2)𝜉)+𝐵𝑐𝑜𝑠ℎ((√𝜆2−4𝜇/2)𝜉)

𝐴𝑐𝑜𝑠ℎ((√𝜆2−4𝜇/2)𝜉)+𝐵𝑠𝑖𝑛ℎ((√𝜆2−4𝜇/2)𝜉)
), 𝜆2 −

4𝜇 > 0 

(7) 

(𝐺′/𝐺) = −
𝜆

2
+

√4𝜇−𝜆2

2
(

−𝐴𝑠𝑖𝑛((√4𝜇−𝜆2/2)𝜉)+𝐵𝑐𝑜𝑠((√4𝜇−𝜆2/2)𝜉)

𝐴𝑐𝑜𝑠((√4𝜇−𝜆2/2)𝜉)+𝐵𝑠𝑖𝑛((√4𝜇−𝜆2/2)𝜉)
), 𝜆2 −

4𝜇 < 0 

(8) 

(𝐺′/𝐺) = −
𝜆

2
+

𝐵

𝐴+𝐵𝜉
 ,   

𝜆2 − 4𝜇 = 0    

(9) 

where 𝐴 and 𝐵 are real parameters. 

Fourth step: Determine 𝑛 by applying homogeneous balance to 

Eq. (3) for the degree of 𝑈(𝜉) as 𝑛. Then 

𝑑𝑒𝑔 [
𝑑𝑛𝑈(𝜉)

𝑑𝜉𝑚
] = 𝑛 + 𝑚, 𝑑𝑒𝑔 [𝑈𝑚 (

𝑑𝑙𝑈(𝜉)

𝑑𝜉𝑙
)

𝑝

] = 𝑚𝑛 +

𝑝(𝑛 + 𝑙).   
 

Fifth step: Eq. (3) with Eqs. (4), (5) makes a polynomial 
(𝐺′/𝐺). Set each coefficient to zero and solve them by the 

computer software Maple to calculate the values of 𝑎𝑖, 𝑏𝑖, 𝜇 and 

𝑣. 

Sixth step: Inserting the values determined in fifth step along 

with the outcomes given in Eqs. (7)-(9) into solution Eq. (4) 

provides the solutions of Eq. (1). 

3 Implementation of the Technique 

Herein, the suggested scheme is applied to examine the exact 

analytic solutions to the considered equations. 

3.1 The cKG equation 

The cKG equation is 

𝑢𝑥𝑥 + 𝑢𝑦𝑦 − 𝑢𝑡𝑡 + 𝑎𝑢 + 𝑏𝑢3 = 0  (10) 

The wave variable transformation  𝑢(𝑥, 𝑦, 𝑡) = 𝑈(𝜉), 𝜉 = 𝑥 +
𝑦 − 𝑐𝑡  reduces Eq. (10) into the following equation: 

(2 − 𝑐2)𝑈′′ + 𝑎𝑈 + 𝑏𝑈3 = 0 (11) 

Due to homogeneous balance method, Eq. (11) gives 𝑛 = 1 and 

Eq. (4) turns into the form 

𝑈(𝜉) =
𝑎0+𝑎1(𝐺′/𝐺)

𝑏0+𝑏1(𝐺′/𝐺)
  (12) 

Inserting Eq. (12) into Eq. (11) provides a polynomial in 
(𝐺′/𝐺). Set the coefficients to zero and solved by 

computational software Maple. Accordingly, the following 

outcomes for 𝑎0, 𝑎1, 𝑏0, 𝑏1 and 𝑐 are obtained: 

Set-1: 

𝑎0 = ±
𝑏1

2
√

𝑎(−𝜆2+4𝜇)

𝑏
, 𝑎1 =  0, 𝑏0 =

𝑏1𝜆

2
, 𝑐 =

±√
2(𝑎+4𝜇−𝜆2)

−𝜆2+4𝜇
 

(13) 

Set-2: 

 

𝑎0 = ∓(2𝑏1𝜇 − 𝜆𝑏0)√
𝑎

𝑏(−𝜆2+4𝜇)
 ,  

𝑎1 = ±(2𝑏0 − 𝑏1𝜆)√
𝑎

𝑏(−𝜆2+4𝜇)
 ,  

𝑐 = ±√
2(𝑎+4𝜇−𝜆2)

(−𝜆2+4𝜇)
  

(14) 

Set-3: 

𝑎0 =
b1(−2μ+λ(

λ

2
±

1

6
√−12μ+3λ2))√−3ab

b√−12μ+3λ2
, 

𝑎1 = ±
√−3ab

3b
b1, 

𝑏0 = (
𝜆

2
±

1

6
√−12𝜇 + 3𝜆2) 𝑏1,   

𝑐 = ±√
2(𝑎+4𝜇−𝜆2)

(−𝜆2+4𝜇)
  

(15) 

Set-4: 

𝑎0 = −
b1(−2μ+λ(

λ

2
±

1

6
√−12μ+3λ2))√−3ab

b√−12μ+3λ2
,  

𝑎1 = ±
√−3ab

3b
b1 , 

𝑏0 = (
𝜆

2
±

1

6
√−12𝜇 + 3𝜆2) 𝑏1,  

𝑐 = ±√
2(𝑎 + 4𝜇 − 𝜆2)

(−𝜆2 + 4𝜇)
 

(16) 

Eq. (12) along with Eq. (13) becomes 

𝑈1(𝜉) = √
𝑎

𝑏

√−𝜆2+4𝜇

𝜆+2(𝐺′/𝐺)
,  (17) 

Where, 

𝜉 = 𝑥 + 𝑦 ∓ √
2(𝑎+4𝜇−𝜆2)

−𝜆2+4𝜇
𝑡. 

 

Utilizing the solutions in Eqs. (7)-(9) from Eq. (17), we make 

available the following solutions to Eq. (10) in the following 
three different forms: 

Case 1: When 𝜆2 − 4𝜇 > 0, 
Eq. (12) along with Eq. (13) becomes 

𝑈11
(𝜉)

= 𝑖√
𝑎

𝑏

𝐴𝑐𝑜𝑠ℎ ((√𝜆2 − 4𝜇/2)𝜉) + 𝐵𝑠𝑖𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉)

𝐴𝑠𝑖𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉) + 𝐵𝑐𝑜𝑠ℎ ((√𝜆2 − 4𝜇/2)𝜉)
 

(18) 

where, 

𝜉 = 𝑥 + 𝑦 ∓ √
2(𝑎 + 4𝜇 − 𝜆2)

−𝜆2 + 4𝜇
𝑡  
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For 𝐴 = 0  and  𝐵 ≠ 0, we get 

𝑈12
(𝜉) = 𝑖√

𝑎

𝑏
 𝑡𝑎𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉)  (19) 

Assigning 𝐴 ≠ 0  and  𝐵 = 0 yields 

𝑈13
(𝜉) = 𝑖√

𝑎

𝑏
 𝑐𝑜𝑡ℎ ((√𝜆2 − 4𝜇/2) 𝜉) (20) 

Case 2: For 𝜆2 − 4𝜇 < 0, 

𝑈14
(𝜉) = √

𝑎

𝑏

𝐴𝑐𝑜𝑠 ((√4𝜇−𝜆2/2)𝜉) + 𝐵𝑠𝑖𝑛 ((√4𝜇−𝜆2/2)𝜉)

−𝐴𝑠𝑖𝑛 ((√4𝜇−𝜆2/2)𝜉) + 𝐵𝑐𝑜𝑠 ((√4𝜇−𝜆2/2)𝜉)
 (21) 

where, 

𝜉 = 𝑥 + 𝑦 ∓ √
2(𝑎+4𝜇−𝜆2)

−𝜆2+4𝜇
𝑡.  

Appling 𝐴 = 0  and  𝐵 ≠ 0, provides 

𝑈15
(𝜉) = √

𝑎

𝑏
 𝑡𝑎𝑛 ((√4𝜇−𝜆2/2) 𝜉) (22) 

Using 𝐴 ≠ 0  and  𝐵 = 0 gives 

U16
(ξ) = −√

a

b
 cot ((√4μ−λ2/2)ξ)  (23) 

Case 3: If 𝜆2 − 4𝜇 = 0, the method yields stationary wave 
solutions and thus have not been documented. 

Using the similar procedure for the all-other sets of solutions, 

as we have applied for set-1, we obtain the hyperbolic solutions 

for 𝜆2 − 4𝜇 > 0, the trigonometric solutions for 𝜆2 − 4𝜇 < 0, 

and 𝜆2 − 4𝜇 = 0 gives the stationary wave solutions.  

3.2 The BO equation 

Consider the BO equation 

𝑢𝑡 + ℎ𝑢𝑥𝑥 + 𝑢𝑢𝑥 = 0  (24) 

Using the transformation 𝑢(𝑥, 𝑡) = 𝑈(𝜉), 𝜉 = 𝑥 − 𝑐𝑡, Eq. (24) 

reduces to the ODE 

−𝑐𝑈′ + ℎ𝑈′′ + 𝑈𝑈′ = 0 (25) 

Integrating Eq. (25) gives 

𝑟 − 𝑐𝑈 + ℎ𝑈′ +
1

2
𝑈2 = 0,   (26) 

where 𝑟 is the integral constant. Appling homogeneous balance 

to 𝑈2 and 𝑈′ produces 𝑛 = 1 for which the solution (4) 
becomes 

𝑈(𝜉) =
𝑎0+𝑎1(𝐺′/𝐺)

𝑏0+𝑏1(𝐺′/𝐺)
  (27) 

where at least one of 𝑎1 or 𝑏1 is non zero.  

Inserting Eq. (27) into Eq. (26) makes a polynomial in (𝐺′/𝐺). 
Setting the coefficients to zero and calculating by computer 

software Maple provides the following values for 𝑎0, 𝑎1, 𝑏0, 𝑏1 

and 𝑐: 

𝑎0 =
𝑏1

2ℎ
{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟},  

𝑎1 = 𝑏1(𝑐 ± √𝑐2 − 2𝑟),  

𝑏0 =
𝑏1

2ℎ
(ℎ𝜆 ± √𝑐2 − 2𝑟),  

(28) 

 

Eq. (27) together with the values in Eq. (28) reduces to 

𝑈(𝜉)

=
{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟} + 2ℎ(𝑐 ± √𝑐2 − 2𝑟)(𝐺′/𝐺)

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ(𝐺′/𝐺)
 (29) 

where 𝜉 = 𝑥 − 𝑐𝑡. 
Eq. (29) with the aid of Eqs. (7)-(9) serves the following exact 

solutions to Eq. (24) in three types as hyperbolic, trigonometric 

and rational: 

Case 1: If 𝜆2 − 4𝜇 > 0, 

𝑈1(𝜉)

=

{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟}

+2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−
𝜆
2

+
√𝜆2 − 4𝜇

2
×

𝐴𝑠𝑖𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉) + 𝐵𝑐𝑜𝑠ℎ ((√𝜆2 − 4𝜇/2)𝜉)

𝐴𝑐𝑜𝑠ℎ ((√𝜆2 − 4𝜇/2)𝜉) + 𝐵𝑠𝑖𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉)
)

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

+
√𝜆2 − 4𝜇

2
×

𝐴𝑠𝑖𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉) + 𝐵𝑐𝑜𝑠ℎ ((√𝜆2 − 4𝜇/2)𝜉)

𝐴𝑐𝑜𝑠ℎ ((√𝜆2 − 4𝜇/2)𝜉) + 𝐵𝑠𝑖𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉)
)

 
(30) 

where 𝜉 = 𝑥 − 𝑐𝑡. 

If 𝐴 = 0, 𝐵 ≠ 0, then 

𝑈11
(𝜉)

=

{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟}

+2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−
𝜆
2

+
√𝜆2 − 4𝜇

2
× 𝑐𝑜𝑡ℎ ((√𝜆2 − 4𝜇/2)𝜉))

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

+
√𝜆2 − 4𝜇

2
× 𝑐𝑜𝑡ℎ ((√𝜆2 − 4𝜇/2)𝜉))

 
(31) 

Again, for 𝐴 ≠ 0, 𝐵 = 0, 

𝑈12
(𝜉)

=

{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟}

+2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−
𝜆
2

+
√𝜆2 − 4𝜇

2
× 𝑡𝑎𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉))

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

+
√𝜆2 − 4𝜇

2
× 𝑡𝑎𝑛ℎ ((√𝜆2 − 4𝜇/2)𝜉))

 
(32) 

Case 2: For 𝜆2 − 4𝜇 < 0,  

𝑈2(𝜉)

=

{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟}

+2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−
𝜆
2

+
√4𝜇 − 𝜆2

2
×

−𝐴𝑠𝑖𝑛 ((√4𝜇 − 𝜆2/2)𝜉) + 𝐵𝑐𝑜𝑠 ((√4𝜇 − 𝜆2/2)𝜉)

𝐴𝑐𝑜𝑠 ((√4𝜇 − 𝜆2/2)𝜉) + 𝐵𝑠𝑖𝑛 ((√4𝜇 − 𝜆2/2)𝜉)
)

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

+
√4𝜇 − 𝜆2

2
×

−𝐴𝑠𝑖𝑛 ((√4𝜇 − 𝜆2/2)𝜉) + 𝐵𝑐𝑜𝑠 ((√4𝜇 − 𝜆2/2)𝜉)

𝐴𝑐𝑜𝑠 ((√4𝜇 − 𝜆2/2)𝜉) + 𝐵𝑠𝑖𝑛 ((√4𝜇 − 𝜆2/2)𝜉)
)

 
(33) 

where 𝜉 = 𝑥 − 𝑐𝑡. 

Assign 𝐴 = 0, 𝐵 ≠ 0, then 

𝑈21
(𝜉)

=

{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟}

+2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−
𝜆
2

+
√4𝜇 − 𝜆2

2
× 𝑐𝑜𝑡 ((√4𝜇 − 𝜆2/2)𝜉))

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

+
√4𝜇 − 𝜆2

2
× 𝑐𝑜𝑡 ((√4𝜇 − 𝜆2/2)𝜉))

 

(34) 

Fix 𝐴 ≠ 0, 𝐵 = 0, then  

𝑈22
(𝜉)

=

{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟} + 2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−
𝜆
2

+
√4𝜇 − 𝜆2

2
× (−𝑡𝑎𝑛 ((√4𝜇 − 𝜆2/2)𝜉)))

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

+
√4𝜇 − 𝜆2

2
× (−𝑡𝑎𝑛 ((√4𝜇 − 𝜆2/2)𝜉)))

 (35) 

Case 3: When 𝜆2 − 4𝜇 = 0, 

𝑈3(𝜉)

=
{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟} + 2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−

𝜆
2

+
𝐵

𝐴 + 𝐵𝜉
)

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

+
𝐵

𝐴 + 𝐵𝜉
)

 (36) 
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where 𝜉 = 𝑥 − 𝑐𝑡. 

Put 𝐴 = 0, 𝐵 ≠ 0, 

𝑈31
(𝜉)

=
{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟} + 2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−

𝜆
2

+
1
𝜉

)

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

+
1
𝜉

)
 (37) 

Choose 𝐴 ≠ 0, 𝐵 = 0, then 

𝑈32
(𝜉)

=
{(𝑐 + ℎ𝜆)(𝑐 ± √𝑐2 − 2𝑟) − 2𝑟} + 2ℎ(𝑐 ± √𝑐2 − 2𝑟) (−

𝜆
2

)

(ℎ𝜆 ± √𝑐2 − 2𝑟) + 2ℎ (−
𝜆
2

)
 

(38) 

4 Results, discussion and graphical representations 

To analyse the problems clearly and to describe the solutions 

of the phenomena, a graphical representation of the solutions 

can be an effective tool to brief the commentaries. On account 

of this, we provide different types of physical appearances of 

the solutions bearing the actual form of solitary waves (Fig. 1-

Fig. 6). The plots are of kink shape soliton, cuspone, periodic 

solutions etc. Fig. 1 stands for kink type soliton of solution (17) 

for 𝜆 = 3, 𝜇 = 2, 𝑐 = 1, 𝑎 = 1, 𝑏 = 1,  𝑥 = 0 in the interval 

−10 ≤ 𝑦 ≤ 10 and −10 ≤ 𝑡 ≤ 10. Fig. 2 characterizes cuspon 

which is depicted for solution (17) for 𝜆 = 3, 𝜇 = 3, 𝑐 = −1, 

𝑎 = 1, 𝑏 = 1,  𝑥 = 0 within −10 ≤ 𝑦 ≤ 10 and −10 ≤ 𝑡 ≤
10. Fig. 3 indicates periodic soliton generated from the solution 

(17) for 𝜆 = 3, 𝜇 = 3, 𝑐 = 1, 𝑎 = 1, 𝑏 = 1,  𝑥 = 0 in −10 ≤
𝑦 ≤ 10 and −10 ≤ 𝑡 ≤ 10. Fig. 4 indicates cuspon plotted for 

solution (17) for 𝜆 = 3, 𝜇 = 2, 𝑐 = −1, 𝑎 = 1, 𝑏 = 1,  𝑥 = 0 

for the interval −10 ≤ 𝑦 ≤ 10 and −10 ≤ 𝑡 ≤ 10. Fig. 5 

designates singular kink type soliton emerged from the solution 

(29) for 𝜆 = 4, 𝜇 = 2, 𝑐 = −5, ℎ = −5, 𝑟 = 1 within −10 ≤
𝑥 ≤ 10 and −10 ≤ 𝑡 ≤ 10. Fig. 6 represents kink soliton from 

the solution (29) for 𝜆 = 7, 𝜇 = 3, 𝑐 = −5, ℎ = −5, 𝑟 = −1 in 

the intervals −10 ≤ 𝑥 ≤ 10 and −10 ≤ 𝑡 ≤ 10. Fig. 7 

designates cuspon emerged from solution (29) for 𝜆 = 3, 𝜇 =
4, 𝑐 = 5, ℎ = −1, 𝑟 = −1 for −10 ≤ 𝑥 ≤ 10 and −10 ≤ 𝑡 ≤
10. Fig. 8 designates singular kink type soliton emerged from 

the solution (29) for 𝜆 = −3, 𝜇 = 0, 𝑐 = 5, ℎ = −3, 𝑟 = 1 in 

the interval −10 ≤ 𝑥 ≤ 10 and −10 ≤ 𝑡 ≤ 10. 

 

Fig. 1 

 

Fig. 2 

 

Fig. 3 

 

Fig. 4 

 

Fig. 5 
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Fig. 6 

 

Fig. 7 

 

Fig. 8 

5 Conclusions 

The determination of this article was to investigate closed form 
analytic solutions to the cKG and BO equations by employing 

the rational (G^'/G)-expansion method. Consequently, different 

and advanced travelling wave solutions to the considered 

equations have successfully been furnished, on comparison to 

other methods available in the literature. Our derived solutions 

might effectively be helpful to depict the interior behaviors of 

internal mechanisms of nature world like describing shallow 

water waves, acoustic waves etc. The gained hyperbolic, 

trigonometric and rational function solutions together with the 

physical appearances show the efficiency and the reliability of 

our employed method which might be used in further research 
works to find fresh and further general solutions of any other 

NLPDEs in different fields. 
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