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ABSTRACT   

One of the deadliest pandemics is now happening in the current world due to COVID-19. This contagious virus is spreading like 

wildfire around the whole world. To minimize the spreading of this virus, World Health Organization (WHO) has made protocols 

mandatory for wearing face masks and maintaining 6 feet physical distance. In this paper, we have developed a system that can detect 

the proper maintenance of that distance and people are properly using masks or not. We have used the customized attention-inceptionv3 

model in this system for the identification of those two components. We have used two different datasets along with 10,800 images 

including both with and without Face Mask images. The training accuracy has been achieved 98% and validation accuracy 99.5%. The 

system can conduct a precision value of around 98.2% and the frame rate per second (FPS) was 25.0. So, with this system, we can 

identify high-risk areas with the highest possibility of the virus spreading zone. This may help authorities to take necessary steps to 

locate those risky areas and alert the local people to ensure proper precautions in no time. 

Keywords: COVID-19, Real-time, Social Distancing, Facemask Detection, Attention, InceptionV3, Euclidean Distance, CNN. 

 

This work is licensed under a Creative Commons Attribution-Non Commercial 4.0 International License. 

1 Introduction   

In December 2019, Wuhan, the People's Republic of China, 

reported the discovery of a new virus called 2019-nCoV. The 

virus became an outbreak in 2020 around the world. It has caused 

the 21st century’s global health crisis. The condition has been 

declared a COVID-19 pandemic by the World Health 

Organization (WHO). According to the world meters data, more 

than 250 million people have been impacted, with 5.1 million 

individuals dying around the world [1]. This virus is growing 

extremely powerful as it develops the capacity to modify its 

pattern on its own, making it increasingly difficult to erase. As 

this virus is highly infectious, it can infect a substantial 

percentage of people within a short period. Fever, cough, runny 

nose, chills, weakness, body ache, loss of taste and smell, and 

shortness of breath are all usual symptoms. Since most of these 

symptoms are identical to the influenza virus, many individuals 

ignore them until they become severe, which in some cases, 

death results. This severity has compelled governments in 

several nations to implement lockdowns to prevent the virus 

from spreading, resulting in a massive crisis in many industries. 

Scientists and the World Health Organization (WHO) confirmed 

that this virus transmits through human interaction, so they have 

recommended some protocols for safety measurements to reduce 

the transmission of COVID-19. By wearing a facemask and 

maintaining social distancing, people can ensure their safety in 

some situations [2]. An infected person should not interact with 

anyone and should stay at home if they do not need a medical 

emergency. Wearing a facemask and keeping social distance are 

also effective ways to reduce physical contact. As a result, our 

primary goal in the current context is to give technical services 

to make sure that these two indicators are appropriately enforced. 

Some dedicated research works have been done for facial 

recognition or measuring distance calculation, but we never 

expected that facemask detection or ensuring maintenance of 

social distancing could be a vital aspect considering the current 

situation. For this purpose, many researchers mostly considered 

various versions of the YOLO algorithm for implementing those 

safety measurements. But most of them faced the scarcity of 

datasets, not enough research materials on this area, not enough 

implementation of different types of models for the comparison 

purpose as well.  Our objective is to find out that the two of the 

basic safety measurements of COVID-19 such as wearing 

facemask and maintenance of social distancing are properly 

getting maintained with having minimal infringements by people 

in public places. 

We used deep learning approaches to identify facial masks 

and social distance between persons. As we know that the 

attention model works best for identifying any particular object 

on the real-time dataset. Besides, the inceptionv3 model also 

works well for object detection purposes as it has the advantages 

of extra layers in it with minimal computational cost in the 

shortest time. That is why we combined these two models in our 

system. We have used inceptionv3 for pre-train purposes and the 

attention model as the final layer in it. We have summarized them 

in the points below: 

In both situations, we employed the object detection 

approach and the method is capable of detecting anomalies in 

real-time video feeds. 

2 Related Works 

Almost the whole world got to face the outburst of the 

COVID-19 tragedy. This infectious disease shows almost similar 

symptoms to the influenza virus, but still, medical researchers 

and pharmaceuticals are unable to invent the appropriate remedy 

for this virus. It is very difficult to say how long it will take to 

find the proper medication or vaccination for the disease. 

According to WHO, reduction in human physical interaction can 

https://doi.org/10.38032/jea.2022.01.001
http://creativecommons.org/licenses/by-nc/4.0/
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decrease the transference of COVID-19, so that is why 

considering the current situation, it has become the most 

significant matter to contemplate. Many researchers around the 

world also tried to use some tracking devices or drones using 

Bluetooth and GPS to locate covid affected people and in India, 

Aarogya Setu was one of them [3]. The application was intended 

to be made for Indian people mostly as this app supported many 

Indian languages. Some of them used wireless signal amplitude 

wave-form for human detection as well [4]. But in this case, a 

huge number of antennas needed to be implemented to work out 

this properly, but this might cost a lot of time and money. As the 

Covid-19 outburst is very recent, so there are not so many papers 

that have been researched on this issue particularly. But Face 

masks and human detection can be considered object detection 

in computer vision. However, object detection and classification 

are very well-known terms in the technical world. In state-of-the-

art, the advancement of computer vision and deep learning 

methods has been shown immense progress in so many 

circumstances. There are lots of popular models and algorithms 

like Convolutional Neural Network (CNN), Recurrent Neural 

Network (RNN), etc. in deep learning that has been used in this 

subject. Convolutional Neural Network is one of the deep 

learning categories that has been accomplished great performing 

capability in image recognition standards. Different CNN 

models such as AlexNet, InceptionV3, ResNet-50, VGG16, etc. 

are showing great success in detecting objects in various 

scenarios due to high-performance computing systems [5]. CNN 

is also undoubtedly used for the classification part and for getting 

more information from an image.  

Many researchers mostly acknowledged one of the CNN-

based model’s various versions of the YOLO (You Only Look 

Once) algorithm for optimized object detection in real-time [6]-

[9].  YOLOv3 algorithm has been considered for detecting social 

distance by using the 2-dimensional top-down view of video 

footage where the camera angle was fixed [10]. They have 

monitored and calculated the distance between pedestrians by 

creating a fixed square-shaped place on the street. Their model 

can also detect the pedestrian's half body when they enter the 

box. But it cannot show any result until the object is inside of the 

box. So, if any object avoids that fixed place, the system will not 

be able to detect it. If this limitation is revealed, people easily 

would be able to deceive this system.  

Another researcher proposed a model which is a 

combination with an inverse perspective mapping (IPM) 

technique with the YOLOv4-based Deep Neural Network 

(DNN) model, and it is applicable for different environments 

using CCTV cameras [6]. For face detection in real-time, the 

Haar Cascade classifier and YOLOv3 algorithm have been used 

as well [8]. A device like glasses was made for blind people with 

an alarm to maintain social distancing for the Covid-19 issue 

[11]. But the device does not warn the person of anything except 

other persons is in the reported distance. These devices were 

based on GPS, Wi-Fi, and networks and that is why those devices 

cannot work when the device will lose every type of connection 

from it. Some of the other developers used two other CNN-based 

models in their hardware devices such as VGG16, MobileNetv2 

as well [12],[13].   

Face detection was widely used in the state-of-the-art but 

detection of facemask for limiting the transference of the virus is 

now a very important event in the current situation. People need 

to ensure that they are properly wearing their facemask and keep 

following social distancing as very basic steps in public places.  

Another noticeable fact was that there was no 

implementation of these preliminary steps together in one 

system. After observing these research gaps, we have proposed 

a model with the maintenance of those two safety measures 

which were not supposedly used for this purpose more accurately 

in the shortest time till now.  

3 Methodology 

The suggested model has two primary components: The 

model is deep transfer learning for face mask identification with 

the customized inception-v3 model, and the second one is 

calculating the Euclidean distance between pixels of an image. 

The Inception network has been meticulously designed. Google's 

Inception V3 is the third version in a series of Deep Learning 

Convolutional Architectures. Inception V3 was trained with 

1,000 classes from the original ImageNet dataset, which was 

trained with over 1 million training pictures [14]. 

In our research findings, we did not notice that any other 

researcher used this model for this purpose yet. We want to build 

this system for real-time, so time efficiency is very much 

important. In that case, the attention mechanism plays a vital role. 

Generally, the concept of the attention model is inspired by the 

function of the human eye. Our eyes can catch a fairly wide 

perspective of the world, but we tend to "glance" at the overview 

and only pay attention to a small portion of it, leaving the rest 

"blurred out." The attention model tries to capitalize on this 

concept by allowing the neural network to "focus" its "attention" 

on the most interesting part of the image, where it can get the 

most information while paying less "attention" elsewhere, 

resulting in a reduction in the amount of image processing power 

required [15]. Besides, the inceptionv3 model also works well 

for object detection purposes as it has the advantages of extra 

layers in it. That is why we combined these two models in our 

system. We have used inceptionv3 for pre-train purposes and the 

attention model as the final layer in it. 

3.1 Data Collection 

The experiments in this study were carried out on two 

different datasets along with 10,800 images including both with 

and without Face Mask images. The first dataset has taken from 

a website (https://makeml.app/datasets/mask) under a public 

domain license with 1776 images [16]. The rest of the 9024 

images were collected and filtered from the search engines using 

Bing-image-downloader [17]. This is known as a python library 

to download the bulk of images from Bing.com. For the training, 

validation, and testing phases, both datasets were used. 

3.2  Facemask Detection 

The purpose is to create a facemask detection system by 

retraining certain modified final layers with attention 

mechanisms and utilizing a pre-trained inceptionv3 as a base 

model. So, this part consists of two parts which are feature 

extraction and classification. The pre-trained inceptionv3 model 

is deployed as a standalone feature extraction part, in which case 

input images are pre-processed by the model or a portion of the 

model to produce an output (e.g., a vector of numbers) that may 

subsequently be utilized as input for training a new model. The 

default input image size of Inception-v3 is 299×299; however, 

the image shape resized into 150×150 pixels in this model. This 

did not affect the number of channels, but only on the size of the 

feature maps created during the method, and the outcome was 

adequate. The feature map dimensions after the convolutional 
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layers and Inception modules were 3×3 with 2,048 channels as 

in shown Fig. 1. This is all about the extraction of general 

features from input images. 

Now the visual soft attention mechanism comes to play to 

classify the images based on the features obtained from the 

inceptionv3 model. The attention model is a streamlined attempt 

that focuses on the few relevant things of the selective activities 

[18]. As a result, this classification system focuses on human 

faces and determines whether or not the individual is wearing a 

mask. 

 

Fig. 1 The model architecture of inceptionV3 

 

Fig. 2 The proposed transfer learning model 

In transfer learning, the method reuses the feature extraction 

component and retrains the classification section with the desired 

dataset. As the feature extraction section (which is the most 

complex part of the model) does not have to be trained, as shown 

in Fig. 2, it takes fewer computer resources and less training time 

to train the model. 

3.1.  Measuring Social Distance (SD) 

People cannot share germs if they are not close together, 

hence social distance is undoubtedly the most effective 

prevention technique to limit disease spread. This section focuses 

on determining the distance between persons in public places 

using our suggested technique. The human face recognition and 

tracking module receives video stream sequences from the 

cameras. To measure the level of social distance practiced, 

factors such as the center of a person’s position and distance 

between them play a vital role [19]. The color of the bounding 

box, green to red, will be changed by an alert for the social 

distancing violation. 

First, we locate any human face and denote it as the marker. 

Then, we calculate its width in pixels by taking the difference of 

the horizontal coordinates of the bounding box’s top-left corner 

(𝑋₁) and bottom-right corner (𝑋₂) and denote it as 𝑃 = 𝑋₂ − 𝑋₁  

[20]. 

The distance between two people determines how close they 

are. The decision is based on a comparison of the distance vector 

with a threshold value. If the Euclidean distance between two 

things is less than a certain threshold value, it is thought that they 

are not adhering to the social distancing rules or have not created 

adequate distance between them. The distance between two 

pixels is calculated by the following formula:  

Euclidean distance, 𝑑(𝑝, 𝑞) = √∑ (𝑞𝑖 − 𝑝𝑖)2
𝑛
𝑖=1 ,  

where, p, q = two points in Euclidean n-space, n = Number 

of dimensions, 𝑞i, 𝑝i = Euclidean vectors, starting from the origin 

of the space (initial point). 

We applied a 2D Euclidean distance system measurement in 

this case. The face will be detected using the distance 

measurement function, which will return the face width as a pixel 

value. The focal length of the camera is calculated using the pixel 

value. Finally, we calculated the distance using a reference 

image. To measure distance, we compare the pixel of the 

reference picture to the pixel of our acquired image. We need to 

know the exact size of an item in the image to estimate distance 

on a real scale. That is why the reference image is being used. If 

we know the distance between the ground level and the camera 

on a big scale, we can simply determine the distance. However, 

if we don't know the reference value, we can't compute the 

distance using the 2D technique. This is the system's most serious 

flaw. As a result, we intend to apply the 3D reconstruction 

approach in our future work. 

 

Fig. 3 Model training accuracy and loss curve 

4 Experimental Results and Discussion 

This paper tries to fine-tune using Inception V3 on a dataset 

containing around ten thousand images in two classes. Initially, 

we froze all base layers and just trained 2 fully connected layers 

(2048 units and 3 respectively). The training accuracy went 98 

percent in 20 epochs and the validation accuracy is 99.5 percent, 

as shown in Fig. 3. The model initially detects all people in the 

cameras and shows a green boundary case around each person 

who is far from the other. If the minimum distance (threshold) 

exceeds, which means people violate social distance (SD) norms 

the color of the box changes to red [21].  

In Fig. 4, the child is properly wearing a mask, but still, the 

bounding box is red because our model not only detects 

facemask but also measures the social distancing aspects as well 

and as we can see that part did not maintain properly so that is 

why the bounding box turned into a red one. 
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Fig. 4 Visualization of the test results obtained by the proposed 

system 

The model detects the SD and masks with a precision score 

of 98.2 percent and a recall value of 97.8. The frame rate per 

second (FPS) was 25.0. 

The experiments were conducted on Google Colaboratory 

with Intel(R) core i5, 1.80 GHz CPU, Virtual TPUv2-8 64 GB, 

12GB DDR4 VRAM, and 8 GB RAM. All programs were 

written in Python - 3.6 and utilized OpenCV - 4.2.0, Keras -2.3.0 

and TensorFlow - 2.2.0. We have mentioned different types of 

models and their accuracy which have been used relatively in this 

sector in Table 1. 

Table 1 Comparison table of other models with details 

References Algorithm Accuracy Data 

[5] YOLOv4 99.8 3,762,615 

[6] YOLOv2 
D1-95.6% 

D2-94.5% 

1575 

(d1-775, 

d2-800) 

[9] VGG-16 96% 25000 

This 

paper 

InceptionV3+ 

attention 

99% to 

99.5 % 
10800 

As we can see many kinds of methodology considered only 

one safety measurement which was mask detection but our 

model ensures two of them in the meantime. Most of them have 

been chosen to go with the YOLO algorithm and its different 

versions. After comparing the details, we have noticed that 

another type of the proposed model had obtained 99.8% accuracy 

with almost 3.5 lakhs dataset, but our dataset only consists of 

10800 data, and as we know the inceptionv3 model provides 

higher accuracy with small datasets [21]. Since the system 

initially would not have enough data but as it will work in a real-

time environment so after the implementation it would be able to 

collect enormous data. Additionally, the attention mechanism is 

known for identifying individual small objects more precisely 

from an image, and as our system needed to find facemasks from 

a real-time scenario so that is why we had chosen this model for 

our research purpose and successfully got 99.5% accuracy. 

 The test accuracy for different algorithms is shown in Fig. 

5 and shows the performance of the f1-score for with mask and 

without mask classification. 

 

Fig. 5 The f1-score for CNN, attention mechanism, and hybrid 

inceptionV3+attention model 

5 Conclusion and Future work 

The spread of the contagious COVID-19 virus has created 

global health crises all over the world, so wearing facemasks and 

maintaining social distancing are the preliminary precautions. 

Our model works in real-time so that it has the potential to reduce 

violations of those two criteria and it can improve the safety of 

people in the meantime which can reduce the spreading rate of 

COVID19 all around the globe. By discovering those people who 

are not wearing masks and not ensuring social distancing, we can 

ensure that they do so and that is how we can make sure public 

safety.  

We can implement this model in a hardware device for 

monitoring where the COVID-19 affected people are living the 

most so that we can ensure that those people are strictly 

maintaining face masks and social distancing. We can also 

update another feature where it will detect whether a person is 

wearing double facemasks, face shields, or not. Besides, one of 

the common symptoms of COVID-19 is fever and, in our system, 

we can implement a thermal camera through which we can 

measure the temperature of a person from a very far distance. We 

can also use an approach where it will be able to detect if a person 

is having a breathing problem or not by observing the person’s 

activity. This system cannot only be used for COVID-19 but also 

it can be used for any kind of infectious disease as well. 
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ABSTRACT   

Industrial wastewater containing dye can cause severe destruction to the human immune system as well as the nervous system. 

The purpose of the present study is to optimize the decolorization of a textile dye Novacron blue on the surface of jackfruit seed powder 

(JSP). Jackfruit seed can be obtained at a low cost and be used without further purification/chemical treatment to adsorb some pollutants 

on its surface. About 73% of Novacron blue was adsorbed on the surface of JSP after 60 minutes of contact time. Effects of various 

physico-chemical parameters such as adsorbent dose, initial dye concentration, pH, temperature, and contact time on the adsorption of 

Novacron blue have been investigated. The adsorption was found to be increased initially with the adsorbent dose and become 

maximum at 10 g of the adsorbent. The maximum adsorption capacity was 0.732 mg/g. The decolorization efficiency was inversely 

proportional to the initial concentration of Novacron blue. Basic medium and low temperature are preferred by the adsorbent for the 

adsorption of Novacron blue on JSP.  Kinetics of adsorption was accomplished with the pseudo-first-order and pseudo-second-order 

model. Phytotoxic study on Red Amaranth reveals the abolishment of hazardous species from the wastewater. 

Keywords: Adsorption, Bio-adsorbent, Decolorization, Jackfruit Seed, Phytotoxic Efficiency. 
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1 Introduction   

Dyes are aromatic synthetic compounds that are colorants 

and water-soluble. These are used as raw materials in various 

industries such as leather, paper, pulp, paint, cosmetics, printing, 

textile, etc [1]. Dye is one of the hazardous and abundant water 

pollutants among the various organic compounds [2]. The textile 

industry utilizes over 7×105 tones and about 10000 different dyes 

and pigments per year [3]. Improper discharge of industrial dye 

effluent causes severe damage to the environment. These are 

visually unpleasant in the aqueous environment and cause a 

reduction in sunlight and oxygen penetration by their high 

turbidity. For this reason, photosynthetic activity, dissolved 

oxygen concentration as well as water quality is decreased. In 

addition dye molecules increase the total organic carbon (TOC) 

and decrease the chemical oxygen demand (COD) and biological 

oxygen demand (BOD) in the water system. Furthermore, 

several reports indicate that textile dyes and effluents have toxic 

effects on the germination rates and biomass of several plant 

species which have important ecological functions [2],[4]-[6].  

So, the treatment of effluent-containing textile dye is crucial 

before their final discharge to the environment to protect aquatic 

life and public health. Numerous methods like ozonation, photo-

oxidation, electrocoagulation, froth flotation, reverse osmosis, 

ion exchange, membrane filtration, flocculation, and adsorption 

by activated carbon are applied for color removal from effluents 

containing textile dye [2],[7]-[9]. Adsorption is widely used for 

the removal of wastewater due to the ease of its operation and 

cost-effectiveness. But the use of commercially available 

activated carbon/chemicals as adsorbents is expensive for their 

manufacturing and regeneration costs [10].  Using biological 

materials as adsorbents is found to be superior to other 

techniques for its cost-effectiveness, higher efficiency, less 

sludge production, minimal requirement for chemicals, etc. 

Some cost-effective bio-adsorbents such as rice husk, sawdust, 

orange peel, water hyacinth, peanut hull, pomegranate seed, 

neem leaf powder, wheat straw, apple pomace, de-oiled soya, 

palm ash, aloe vera leaf, durian peels, banana peel and have been 

used for removal of dye from wastewater containing industrial 

effluent [2],[7]-[8],[11]-[24]. For instance, the decolorization of 

crystal violet (91.1%) and methylene blue (83.6%) by seed 

powder of Punica granatum L at neutral pH have been reported 

[24]. The maximum adsorption capacity of Jackfruit seed on 

Rhodamine B was found to be 26.4 and 37.9 mg/g, respectively 

by Langmuir and Sips models prediction [25]. The maximum 

adsorption capacity of Jackfruit leaf powder on methylene blue 

is 326.32 mg/g  [1]. It has been the maximum uptake capacity of 

Congo red dye by Aloe vera leaves shell was 1850 mg/g [11]. 

Decolorization of Novacron blue has been studied by 

electrochemical degradation [26], TiO2/palygorskite 

nanocomposite photocatalyst [27], Bacillus badius, and Bacillus 

sphaericus bacteria [28]. The instrumental setup for the 

electrochemical degradation and synthesis of TiO2/palygorskite 

nanocomposite is a cost-intensive method. On the other hand, 

there is a huge risk of propagation of bacteria in the laboratory 

which may cause epidemic diseases.  

Polyaniline emeraldine salt was synthesized by 

polymerization technique in presence of an oxidizing agent 

ammonium persulphate. The synthesized salt was used as an 

adsorbent to remove Novacron Blue ECR from the aqueous 

solution. About 88% of Novacron blue ECR dye was removed at 

optimized conditions after 80 minutes of contact time [29]. The 

removal efficiency of Novacron blue 4R by the adsorption on the 

surface of activated carbon was studied both theoretically and 

experimentally. The removal efficiency was found 96.24% and 

93.63%, respectively at optimized conditions [30].  

https://doi.org/10.38032/jea.2022.01.002
http://creativecommons.org/licenses/by-nc/4.0/
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Removal of dye from wastewater by adsorption technique 

especially with the bio-adsorbent is a cost-effective and less 

hazardous method in comparison to the others. Novacron blue is 

an azo dye having high water solubility, which is used 

abundantly in different textile industries of Bangladesh. The 

availability of jackfruit as well as jackfruit seeds in Bangladesh 

is very high and can be collected at a cheap rate. That is why, in 

the present study, the jackfruit seed powder (JSP) was used as an 

adsorbent to decolorize the textile dye Novacron blue. The 

decolorization efficacy was monitored by a UV-Visible 

spectrophotometer. The adsorption of Novacron blue was 

investigated at various physico-chemical parameters such as 

different amounts of adsorbent, initial dye concentration, initial 

pH, initial temperature, and contact time. The Phytotoxic effect 

was also studied under Novacron blue solution and decolorized 

solution. 

2 Materials and Methods  

2.1 Chemicals, Reagents, and Instruments 

Jackfruit seeds were collected from the local area of 

Barishal, Bangladesh. A textile dye Novacron blue was collected 

from a textile industry of Gazipur, Bangladesh. Deionized water 

was used as a reference in a UV-visible spectrophotometer. 

Ethanol and acetone were used to clean the glass apparatus used 

in the present study. All reagents and solvents were purchased 

from Merck, Germany, and used for the study without further 

purification. Adsorption was carried out in an orbital shaker 

(Model No-JSOS-300) and the decolorization was monitored by 

a UV-Visible spectrophotometer (Lamda-365) at 200 - 800 nm.  

2.2 Preparation of Adsorbent 

Jackfruit seeds were washed with distilled water to remove 

the surface adhered particles and water-soluble materials. Then 

washed jackfruit seeds were heated in an oven at 110oC 

overnight. The dried seeds were ground with a grinder to make 

powder. The ground powders were sieved manually.  

2.3 Preparation of Dye Solutions 

500 ppm of an aqueous solution of Novacron blue was 

prepared in 500 mL of volumetric flask and kept as a stock 

solution. Solutions of different concentrations were prepared 

from stock solution by appropriate dilution. 

2.4 Decolorization Study 

A definite amount of JSP was added to a solution of 

Novacron blue and shaken with an orbital shaker at 210 rpm of 

agitation rate. About 2-3 mL solution was collected after a 

definite time interval and centrifuged at 200 rpm for 10 minutes. 

The baseline correction of the UV-Visible spectrophotometer 

was carried out by using deionized water which was used as a 

reference. After that absorption of the clear dye solution was 

measured at λmax = 602 nm wavelength by UV-Visible 

spectrophotometer. A schematic representation for the whole 

process is shown in Fig. 1. 

Percentage of decolorization of Novacron blue by JSP was 

determined by the following equation: 

Decolorization (%)= 
A0- At

A0

×100  

where, Ao and At are initial and final absorbance of Novacron 

blue solution, respectively. 

 

Fig. 1 A schematic representation for the (a) decolorization and (b) phytotoxic study of Novacron blue dye by JSP. 

Collection of bio-adsorbent 

(Jackfruit seed) 

Washed with deionized water 

Ground with a mechanical 

grinder 

Powder form of Jackfruit 

seed (JSP) 

Shaking of Novacron Blue 

solution and adsorbent (JSP) 

in an orbital shaker 

Decolorized solution 

Dried at 110
o
C for overnight 

(a) 

Planting of Red amaranth 

seeds in a petri-dish 

Seeds were kept under 

Novacron Blue solution 
Seeds were kept under 

decolorized solution 

36 hours observation 

No Germination Germination of 70% seeds 

36 hours observation 

(b) 
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2.5 Decolorization Study of Novacron Blue by Various 

Physicochemical Parameters  

2.5.1 Decolorization by JSP 

Decolorization was studied with various adsorbent doses 

(0.5 g - 12.0 g of JSP) at a fixed concentration (100 ppm), 

different dye concentrations (50 - 250 ppm) with a fixed amount 

of JSP (10 g). The effect of temperature (25oC - 60oC) and pH 

(4.3 - 8.4) on decolorization was also investigated. The volume 

of Novacron blue solution was kept at 100 mL to carry out all the 

experiments. The decolorization of 100 mL of Novacron blue 

(100 ppm) by JSP (10 g) was also investigated at different time 

intervals up to 2.5 hours.  Effects of all the physicochemical 

parameters on decolorization were monitored with the UV-

visible spectrophotometer.  

2.5.2 Phytotoxic Study by Germination Process  

Phytotoxicity of decolorized dye solution and initial dye 

solution was tested by using a few seeds of Red Amaranth 

(Amaranthus cruentus). These three solutions with 10 seeds of 

Red Amaranth were taken in two Petri dishes separately for 36 

hours. After 36 hours percent of germination was observed in 

each solution by using the following equations [31]-[32]: 

Germination (%)=
Number of seeds germinated

Total number of seeds set for test
 × 100 

3 Results and Discussion 

3.1 Effect of Amount of Adsorbent 

The decolorization of Novacron blue was increased with the 

increasing amount of JSP and reaches a constant level after a 

certain amount. The degree of decolorization of dye increased 

from 2% to 68% as the amount of JSP increased from 0.5 to 10.0 

g and then remain constant (Fig. 2). With the increase of 

adsorbent dosage, the surface area of the adsorbent increases, 

which also increases the number of available sites for adsorption. 

In addition, the decolorization remains constant after 10.0 g of 

JSP is due to the saturation of adsorption sites [33]-[34]. 

 

Fig. 2 Percentage of decolorization of Novacron blue at 

different amount of adsorbents. 

3.2 Effect of Initial Concentration of Novacron Blue 

It was observed that decolorization of Novacron blue by JSP 

was decreased from 67% to 51% with the increase in the initial 

concentration of dye from 50 to 250 ppm (Fig. 3). At a lower 

concentration, molecules have available binding sites on JSP, 

which results in better adsorption or decolorization of dye. The 

number of adsorbate molecules increases at high concentrations 

but the number of sites on the surface of the adsorbent is fixed. 

As a result, the number of available binding sites on JSP for the 

adsorbate molecule becomes limited at higher concentrations and 

the adsorption rate is found to be decreased [34]-[35].   

 

Fig. 3 Effect of initial concentration of Novacron blue on the 

decolorization. 

3.3 Effect of pH  

The percentage of decolorization was increased with the 

increase of pH from 4.3 to 8.4. The efficiency was increased from 

66% to 68% after 30 minutes of contact time. In the acidic media, 

there is a competition between the cation of dye and the excess 

H+ ion present in the solution to adsorb on the surface sites. As a 

result, the amount of adsorption on the surface of adsorbents is 

lower. On the contrary, the number of negatively charged sites is 

higher than the number of positively charged sites at the basic 

medium. So, there is an electrostatic attraction between the 

negatively charged sites and the dye cation which increases the 

amount of adsorption [36] (Fig. 4). 

 

Fig. 4 Effect of pH on the decolorization of Novacron blue by 

the adsorbents. 

3.4 Effect of Temperature 

It was observed that decolorization of Novacron blue was 

decreased by JSP with the increase of temperature (Fig. 5) which 
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indicates the exothermic nature of the adsorption. The percentage 

of decolorization was decreased from 67% to 59% after 30 

minutes of contact time with the increase of temperature from 

25oC to 60oC. The decrease in decolorization with temperature 

may be occurred due to the decreased active sites of the adsorbent 

at high temperatures [37]-[38]. 

 

Fig. 5 Percentage of decolorization of Novacron blue by JSP at 

different temperatures. 

 

Fig. 6 Percentage of decolorization of Novacron blue at 

different contact times. 

3.5 Effect of Contact Time 

There is a rapid increase in the percentage of decolorization 

of Novacron blue with the increase of contact time as seen in Fig. 

6. The percentage of decolorization became almost 

constant/slightly decreased after the adsorption of 60 minutes. 

The quick decolorization might be attributed to a large number 

of surface sites of adsorbent for adsorption at the initial stages 

but after a certain period of time, all the surface sites of the 

adsorbent become saturated [37],[39]. The surface sites of JSP 

for adsorption could be fully occupied after 60 minutes. At this 

stage, an equilibrium is established between the adsorbate and 

adsorbent. After that, desorption may take place [40]. 

3.6 Kinetic studies 

The mechanism and kinetics of adsorption of Novacron blue 

on the surface of JSP can be obtained by fitting the experimental 

data to some kinetic models (pseudo-first-order, pseudo-second-

order). The kinetic equations for the pseudo-first and pseudo-

second-order models are as follows [41]-[42].  

log(qe − qt) = logqe − k1t  (1) 

t
qt⁄ = 1

(k2qe
2)⁄ + t

qe⁄  (2) 

where qe and qt are the amount of adsorbate adsorbed on 

adsorbent (mg/g) at equilibrium and any time t respectively. k1 

and k2 are the corresponding rate constants for the pseudo-first 

and second-order reactions.  

 

(a) 

 
(b) 

Fig. 7 (a) Pseudo-first order and (b) Pseudo-second order 

kinetic model for the adsorption of Novacron blue on JSP 

respectively. 

The value of qe and qt are calculated by using the following 

equations [43] 

qt = (C0 − Ct)
V
W⁄   (3) 

qe = (C0 − Ce)
V
W⁄  (4) 

where, C0, Ct, and Ce represent the initial concentration, 

concentration at any time t, and equilibrium concentration of dye 

in mg/L respectively. V is the volume of the solution (L) used for 

adsorption and W is the mass of dry adsorbent (g). 
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All the kinetic parameters are evaluated separately from the 

plot of log (qe-qt) vs. log qe and t/qt vs. t (Fig. 7). The value of 

rate constants, maximum adsorption capacity, and correlation 

coefficient (R2) are listed in Table 1. The value of R2 suggests 

that the adsorption on JSP follows pseudo-first-order kinetics. 

Table 1 Kinetic parameters for the pseudo-first and pseudo-

second order models. 

JSP 

qe Pseudo-first-order Pseudo-second-order 

mg/g k1 R2 k2 R2 

0.732 0.0552 0.9983 0.2029 0.9932 

3.7 Phytotoxicity by Germination  

Phytotoxic effect on Red Amaranth (Amaranthus cruentus) 

by Novacron blue and decolorized dye solutions have been 

explored in Fig. 8 and Table 2. A significant phytotoxic effect on 

Red Amaranth (Amaranthus cruentus) by the decolorized dye 

solution of Novacron blue was observed, which reveals the 

efficiency of JSP as a bio-adsorbent. 

Table 2 Germination of Red Amaranth seeds at different 

conditions. 

Germination condition 
% of seeds 

germinated 

Novacron blue solution 0% 

Decolorized Novacron blue by JSP 70% 

 

Fig. 8 Phytotoxic effect of (a) Novacron blue solution and (b) 

decolorized solution of Novacron blue. 

4 Conclusion 

Jackfruit seeds showed good decolorization efficiency to 

Novacron blue through the adsorption process. The adsorption 

efficiency of JSP was transformed with the change of various 

physicochemical parameters. The maximum adsorption capacity 

of JSP in removing the Novacron blue dye from wastewater is 

better than some other previously reported research. The 

adsorption on JSP is found to follow pseudo-first-order kinetics. 

The phytotoxic effect of dye solution is significantly changed 

after decolorization. The percentage of adsorption was better at 

basic medium and low temperatures. The unconcerned dumping 

of agricultural wastage to the environment may cause a severe 

problem which can be reduced by their use as an adsorbent in 

removing contaminants from wastewater. Bangladesh is one of 

the world's biggest garment manufacturing countries and that is 

why wastewater is commonly dumped directly into rivers and 

streams without any treatment. The main reason behind this 

problem is the existing expensive methods for wastewater 

treatment. A low-cost adsorbent and inexpensive industrial setup 

may be a fruitful solution to this problem. It is expected that the 

above findings in the present research will make the JSP a 

potential candidate to use as an adsorbent in removing pollutants 

from wastewater. 
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ABSTRACT   

This paper presents an evaluation of five different turbulence models by comparing the numerical data derived from these models 

using ANSYS Fluent with experimental data at a Reynolds number and a Mach number of 0.05 × 106 and 0.015 respectively based on 

the centerline chord of the airfoil for the flow over NACA 0012 and NACA 2412 airfoils. Moreover, the aim of the present study is to 

demonstrate the difference in aerodynamic characteristics of the airfoils in order to find aerodynamically more advantageous airfoil. It 

is concluded that Spalart-Allmaras model and k-ω SST model are capable of providing the most accurate prediction for lift coefficient 

at a low angle of attack for both airfoils. Standard k - ε model gives a slightly low value of lift coefficient at low angle of attack and 

slightly high value of lift coefficient at high angle of attack for both airfoils. k-ω SST model, Spalart-Allmaras model, Transition k-kL 

- ω model, and γ-Rⅇθ Transition SST model can predict drag coefficient reasonably at low angle of attack. At a high angle of attack, 

however, no turbulence model is able to give a satisfactory prediction for lift coefficient as well as drag coefficient, which implies that 

these models are unable to predict post-stall characteristics. NACA 2412 airfoil produces more lift coefficient than that of the NACA 

0012 airfoil at all angles of attack. Moreover, the drag coefficient of NACA 2412 airfoil is less than that of the NACA 0012 airfoil, 

which implies that NACA 2412 airfoil exhibits better aerodynamic performance. The lift to drag coefficient ratio of NACA 2412 airfoil 

is also higher than that of the NACA 0012 airfoil indicating NACA 2412 airfoil to be more fuel economic. 

Keywords: Turbulence Models, CFD Analysis, Wind Tunnel Testing, Airfoil, Lift Coefficient, Drag Coefficient. 
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1 Introduction   

Aerodynamics is one of the important branches of science 

that deals with the analysis of airflow over a body. The 

investigation of airflow characteristics over airfoils is inevitable 

during designing aircraft wings, helicopter rotors, wind turbines, 

etc. Different approaches such as numerical, analytical, 

experimental, etc. approaches are followed in any investigation. 

These approaches have their own pros and cons. Nowadays, 

computational fluid dynamics (CFD) simulation is gaining 

enormous popularity, since wind tunnel testing is quite laborious 

and costly compared to CFD. Hence, the numerical method is the 

best alternative to the experimental method [1]. It would be more 

convenient if a turbulence model could predict the aerodynamic 

performance of an airfoil that would be close to experimental 

outcomes. CFD is a division of fluid mechanics that utilizes 

numerical analysis in order to solve and analyze a problem 

related to fluid flow [2],[3]. It necessitates a governing equation. 

In CFD analysis, a CAD model is first generated in CAD 

software, which is then imported into CFD software. Mesh is 

generated and a proper turbulence model is selected to predict 

quantitative and qualitative aerodynamic characteristics. 

Different boundary conditions and convergence criteria are set. 

Then simulation is initialized and run to obtain numerical results. 

The key premise of practically all CFD issues is the Navier-

Stokes equations. The terms comprising viscous activities are 

eliminated in order to convert Navier-Stokes equations to Euler 

equations. In order to obtain linearized potential equations, these 

equations are then manipulated. Two-dimensional (2D) methods 

were developed in the 1930s [4]. There are three governing 

equations upon which all of the fluid dynamics are based: (a) 

Mass is conserved. (b) The rate of change of momentum is 

constant and (c) Energy is conserved. These governing equations 

can be solved by using either the finite element method or the 

finite volume method [5]. 

Sahoo and Maity [6] found k-ω SST turbulence model   to 

be more accurate at a high Reynolds number of  6 × 106 

compared to other turbulence models. Maani et al. [7] also 

concluded that there was good consistency between k-ω SST 

model and reliable experimental data for the compressible flow 

of high Reynolds number. Badran [8] showed that the RNG k-ε 

model and Reynolds Stress Model (RSM) had the ability to 

capture the physics of unsteady flow and these models showed 

excellent agreement with experimental data to predict pressure 

coefficient, skin friction, velocity vectors, shear stress, and 

kinetic energy. Oukassou et al. [9] found that Spalart-Allmaras, 

RNG k-ε model, and k-ω model were in good agreement with 

experimental outputs. Douvi et al. [10] concluded that k-ω SST 

model is more consistent than any other turbulence model at a 

moderate Reynolds number of 3 × 106 and at a low angle of 

attack while no turbulence model can provide satisfactory 

prediction at a high angle of attack. Linjing et al. [11] simulated 

for S825 and S827 2-D wind turbine with Spallart-Allmaras 

model, Standard k-ω model, and standard k-ε model and 

concluded that these models cannot provide accurate prediction 

for the stall characteristics at high angle of attack. Bacha and 

Ghaly [12] presented a transition model which reflected a 

significant improvement in drug prediction at low Reynolds 

numbers. 

The NACA 2412 airfoil is a cambered airfoil and has a 

maximum camber of 0.02 times chord, which is positioned 0.4 

times chord from the leading edge having a maximum thickness 

of 0.12 times chord. The NACA 0012 airfoil is a symmetric 

airfoil having a maximum thickness of 0.12 times chord with no 

https://doi.org/10.38032/jea.2022.01.003
http://creativecommons.org/licenses/by-nc/4.0/
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camber. NACA 0012 airfoils have been used as a reference for 

the evaluation of wall interference and correction technique. 

Moreover, they are used as helicopter rotors, rudders, and flaps 

in the airplane while NACA 2412 airfoils, slow-speed airfoils, 

are used in the single-engine Cessna 152, 172, and 182 airplanes 

[13],[14]. Mayer et al. [15] investigated the effect of flow 

separation of a NACA 0012 airfoil for a range of Reynolds 

numbers and angles of attack. They observed that the main 

contributing eddies causing unsteady surface pressure 

fluctuations move away from the airfoil surface once the flow has 

separated. Harish et al. [16] studied the prediction of stalling 

angle by analysis of flow over symmetric airfoil NACA 0012 

using reference velocity 01 m/s and concluded that an increase 

in lift force by 32.32% was observed for 12° angle of attack as 

compared to 4° angle of attack. Patil and Thakare [17] showed 

the variation of performance of NACA 0012 airfoil with 

Reynolds number. NACA0012 provided maximum lift at a high 

Reynolds number. Hasegawa and Sakaue [18] showed that 

almost 50% drag was reduced because of using microfiber 

coating over NACA 0012 airfoil compared to a surface without 

being coated with microfiber at the Reynolds number of 6.1 × 

104. Venkatesan et al. [19] conducted a computational analysis 

of aerodynamic characteristics of dimple airfoil NACA 2412 

airfoil at various angles of attack. They explained that dimples 

enhance the lift of an airfoil and square dimples had yielded 

better results. Meghani [20] observed that there was appreciable 

separation observed to develop at 20% of the chord of NACA 

2412 airfoil while conducting wind tunnel test which XFOIL and 

FLUENT weren’t capable to show. It was also concluded that 

XFOIL was suitable for analysis only at a low Reynolds number 

(Re=500,000). At high Reynolds number, XFOIL results were 

not found to be accurate for full-scale flow. Havaldar et al. [21] 

concluded that the lift coefficient for NACA 2412 airfoil with 

internal passage was higher than the lift coefficient for NACA 

2412 airfoil. They showed that the point of separation for NACA 

2412 airfoil with internal passage was shifted towards the trailing 

edge that reducing the boundary layer separation at a higher 

angle of attack from the airfoil. 

Many researchers have attempted to evaluate turbulence 

models at moderate and high Reynolds numbers. However, very 

few studies focused on evaluation at low Reynolds number, 

although aerodynamic characteristics at low Reynolds number 

are important for low-speed light aircraft, particularly, during 

takeoff and landing. This study addresses the research gap. The 

main aim of the present study is to determine a more suitable and 

accurate turbulence model that has the capability of predicting 

aerodynamic flow characteristics at low Reynolds number as 

well as Mach number for the flow over both symmetric and 

cambered airfoils. In this present study, five different turbulence 

models are used for numerical analysis of symmetric airfoil 

NACA 0012 and cambered airfoil NACA 2412 using ANSYS 

Fluent [22], a renowned CFD software. k-ω SST model (2 

equations), Standard k-ε model (2 equations), Spalart-Allmaras 

model (1 equation), Transition k-kL-ω model (3 equations) and 

𝛾 − 𝑅ⅇ𝜃 Transition SST model (4 equations) are applied to 

predict the quantitative and qualitative performance of the 

airfoils with suitable boundary conditions at a Reynolds number 

and a Mach number of  0.05 × 106 and 0.015 respectively based 

on the centerline chord of the airfoil. In addition, wind tunnel 

testing is conducted at the Reynolds number and Mach number 

same with the numerical investigation to evaluate different 

turbulence models. The focus of the present study is on the 

dynamic parameters such as lift coefficient, drag coefficient, etc. 

Finally, a comparison of aerodynamic characteristics between 

NACA 0012 and NACA 2412 airfoil is also presented in order 

to demonstrate aerodynamically more advantageous airfoil. 

2 Materials and Methods 

2.1 Preparing the CAD models in DesignModeler 

DesignModeler [22] has been used to prepare CAD models 

of the airfoil geometries and flow domain. The coordinates of the 

airfoils are imported to the software and the geometries with flow 

filed are modeled. Upstream and downstream are taken as 12.5 

times chord length. Fig. 1 illustrates the geometry of the flow 

domain of the airfoils. 

 

Fig. 1 CAD models of the flow domain of (a) NACA 0012 

and (b) NACA 2412 airfoil. 

 

Fig. 2 Mesh of (a) whole flow domain, (b) flow domain near 

sphere of influence, (c) flow domain near NACA 0012 airfoil. 

 

Fig. 3 Mesh of (a) whole flow domain, (b) flow domain near 

sphere of influence, (c) flow domain near NACA 2412 airfoil. 

2.2 Mesh Generation 

The 2-D CAD models of the flow geometries are imported 

to ANSYS Fluent. The mesh for both of the geometry of the 

airfoil is of unstructured type. The cells of the meshes are 
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quadrilateral and mesh matric has orthogonal quality. The 

element is 50% of the chord and the element order is linear. The 

edge sizing of the airfoil is a bias type of bidirectional having a 

bias factor of 10 and element size of 0.3% of chord. Smooth 

transition with 1.2 growth rate inflation is taken near the surfaces 

of the airfoils.  The layers of inflation are 10 and the maximum 

thickness is 0.6% of the chord. For body sizing, a sphere of 

influence of radius of 300% of chord and element size of 5% of 

the chord is taken where the center of the radius of the sphere of 

influence is at the origin of the global coordinate system. The 

maximum Y+ value used in this study is approximately 0.4. A Y+ 

value of the size should be sufficient to perfectly resolve the inner 

part of the boundary layer. A domain with a high grid number 

leads to an accurate simulated result. However, usage of higher 

grid numbers results in high computational costs. Hence, the lift 

coefficient at an angle of attack of 0° for a various number of 

elements is determined. It is observed that lift coefficients are 

approximately the same for the element number higher than 

25000. Considering computational cost as well as the accuracy 

of simulation, nodes, and elements of NACA 0012 airfoil have 

been taken as 27343 and 26962 respectively while nodes and 

elements of NACA 2412 airfoil have been taken as 26414 and 

26040 respectively. Fig. 2 and Fig. 3 demonstrate the mesh of the 

flow domain of NACA 0012 airfoil and NACA 2412 airfoil 

respectively. 

2.3 Governing Equations 

Conservation of Mass: 

Equation (1) represents the continuity equation. It is a 

common form of conservation of mass equation, which is valid 

for not only incompressible flow but also compressible flow. 

𝜕𝜌

𝜕𝑡
+ 𝛻 ∙ (𝜌𝑢⃗ ) = 𝑠𝑚 (1) 

where, the source 𝑠𝑚 represents the mass that is added to the 

continuous phase from the dispersed second phase and any user-

defined source.  

Conservation of Momentum: 

  Equation (2) represents the conservation of momentum. 
𝜕

𝜕𝑡
(𝜌𝑢⃗ ) + 𝛻 ∙ (𝜌𝑢⃗ 𝑣 ) = −𝛻𝑝 + 𝛻 ∙ 𝜏̅̅ + 𝜌𝑔 + 𝐹  (2) 

Where, 𝑝 is the static pressure, 𝜌𝑔  is the gravitational body 

force, 𝐹  is the external body force and 𝜏̅̅ is the stress tensor which 

is expressed as: 

𝜏̅̅ = 𝜇 [(𝛻𝑢⃗ + 𝛻𝑢⃗ 𝑇) −
2

3
] 𝛻. 𝑢⃗ 𝐼 (3) 

where, 𝐼 is the unit tensor, and 𝜇 is the molecular viscosity.  

Equations in 2-D: 

The continuity equation for the 2-Dimensional, 

incompressible and steady flow can be expressed as:    

𝜕𝑢

𝜕𝑥
+

𝜕𝜈

𝜕𝑦
= 0 (4) 

The momentum equations for viscid flow in two dimensions 

are respectively,  

𝜌
𝐷𝑢

𝐷𝑡
= −

𝜕𝑝

𝜕𝑥
+

𝜕𝜏𝑥𝑥

𝜕𝑥
+

𝜕𝜏𝑦𝑥

𝜕𝑦
+ 𝜌𝑓𝑥 (5) 

𝜌
𝐷𝑢

𝐷𝑡
= −

𝜕𝑝

𝜕𝑦
+

𝜕𝜏𝑥𝑦

𝜕𝑥
+

𝜕𝜏𝑦𝑦

𝜕𝑦
+ 𝜌𝑓𝑦 (6) 

2.3.1 The k-ω SST Turbulence Model  

Standard k-ω model was developed from Wilcox’s [23] k-ω 

model which was modified by Menter [24] creating a new 

turbulence model named k-ω Shear-Stress Transport (SST) 

model possessing two equations. This new model is more perfect 

and consistent than the Standard k-ω model for a broader class 

of fluid flows. 

The k-ω SST turbulence model is governed by the following 

equations. 

𝐷𝜌𝑘

𝐷𝑡
= 𝜏𝑖𝑗 ⋅

𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝛽∗𝜌𝜔𝑘 +

𝜕

𝜕𝑥𝑗
[(𝜇+𝜎𝑘

𝜇𝑡)
𝜕𝑘

𝜕𝑥𝑗
]`and (7) 

𝐷𝜌𝜔

𝐷𝑡
=

𝛾

𝑣𝑡

𝜏𝑖𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗

− 𝛽𝜌𝜔2 +
𝜕

𝜕𝑥𝑗

[(𝜇+𝜎𝜔
𝜇𝑡)

𝜕𝜔

𝜕𝑥𝑗

] + 2𝜌(1 − 𝐹1)𝜎𝜔

1

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗

 (8) 

where, 

 𝛽∗ =
ε

kω
   and the turbulence stress tensor is  

𝜏𝑖𝑗 = −𝜌𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ = 𝜇𝑡 (
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
−

2

3

𝜕𝑢𝑘

𝜕𝑥𝑘
𝛿𝑖𝑗) −

2

3
𝜌𝑘𝛿𝑖𝑗. (9) 

The turbulence viscosity can be determined by νt =

a1
k

max[a1ω,ΩF2)
  

where, Ω = the absolute value of the vorticity, a1 =31 .01 

and the function 𝐹2 is given by  

𝐹2 = 𝑡𝑎𝑛 ℎ {[𝑚𝑎𝑥 (
2√𝑘

0.09𝜔𝑦
,
500𝜈

𝑦2𝜔
)]}

2

 (10) 

where, y is the distance to the nearest surface. 

 The coefficients  𝛽, 𝛾, 𝜎𝑘,𝜎𝜔 are defined as functions of the 

coefficients of the k-ω model which are defined as follows:  

𝛽 = 𝐹1𝛽1 + (1 − 𝐹1)𝛽2,𝛾 = 𝐹1𝛾1 + (1 − 𝐹1)𝛾2 

𝜎𝑘 = 𝐹1𝜎𝑘1
+ (1 − 𝐹1)𝜎𝑘2,𝜎𝜔 = 𝐹1𝜎𝜔1

+ (1 − 𝐹1)𝜎𝜔2
 

(11) 

where the function 𝐹1 is  

𝐹1 = 𝑡𝑎𝑛ℎ {[𝑚𝑖𝑛 [𝑚𝑎𝑥 (
√𝑘

0.09𝜔𝑦
,
500𝜈

𝑦2𝜔
) ,

4𝜌𝜎𝜔2
𝑘

𝐶𝐷𝑘𝜔𝑦2
]]

4

} (12) 

and the coefficient 

𝐶𝐷𝑘𝜔 = 𝑚𝑎𝑥 (2𝜌𝜎𝜔2

1

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
, 10−20). (13) 

Model constants:  

𝛽∗ =0.09, 𝛽1=0.075, 𝛽2 =0.0828, 𝛾1=0.5532, 𝛾2=0.4404, 

𝜎𝑘1
=0.85, 𝜎𝑘2

=1.0,  𝜎𝜔1
=0.5 and 𝜎𝜔1

=0.856. 

2.3.2 Standard k-ε Model 

Launder and Spalding [25] proposed a turbulence model that 

involves two equations. The model is popularly known as the 

standard k-ε model and is the most widely-used engineering 

turbulence model which is robust and reasonably accurate. The 

standard k-ε model is valid only for fully developed turbulent 

flows. Some modifications have been made over time to this 

model. These modified models include the RNG k-ε model and 

the realizable k-ε model [26]. Enhanced wall function was used 
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as ε equation contains a term which cannot be calculated without 

wall function.  

The transport equation for turbulent kinetic energy (k) is  

𝜕(𝜌𝑘)

𝜕𝑡
+

𝜕(𝜌𝑘𝑢𝑖)

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝑘 + 𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘 (14) 

and transport equation for turbulent dissipation rate (ε) is 

𝜕(𝜌𝜀)

𝜕𝑡
+

𝜕(𝜌𝜀𝑢𝑖)

𝜕𝑥𝑖

=
𝜕

𝜕𝑥𝑗

[(𝜇 +
𝜇𝑡

𝜎𝜀

)
𝜕𝜀

𝜕𝑥𝑗

] + 𝐶1𝜀

𝜀

𝑘
(𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌

𝜀2

𝑘
+ 𝑆𝜀 (15) 

where, μ𝑡 = turbulⅇnt viscosity = 𝜌𝐶μ
𝑘2

𝜀
 , 𝐺𝑘 = 

generation of the turbulent kinetic energy due to the mean 

velocity gradient, 𝜎𝑘 = effective prandtl number for turbulent 

kinetic energy, 𝜎ε = effective prandtl number for rate of 

dissipation, 𝐶1𝜀, 𝐶2𝜀 are constants 

Model Constants: 

The default values of model constants 

𝐶1𝜀, 𝐶2𝜀 , 𝐶μ, 𝜎𝑘 , 𝑎𝑛𝑑 𝜎𝜀 determined from experiments for 

fundamental turbulent flows and have the following values. 

𝐶1𝜀 = 1.44, 𝐶2𝜀 = 1.92, 𝐶μ = 0.09, 𝜎𝑘 = 1.0, 𝜎𝜀 = 1.3 

2.3.3 Spalart-Allmaras Model 

Spalart-Allmaras model is a one equation turbulence model 

that was proposed by Spalart and Allmarus [27]. It was mainly 

designed for applications that involve aerodynamic operations 

while it is now also being used in turbomachinery applications.  

This model solves a transport equation that involves kinematic 

eddy viscosity. The main advantage of this model is that it is 

relatively robust. The resolution requirement is moderate. It is 

quite stable and it also shows good convergence. 

The transported variable in the Spalart-Allmaras model, 𝑣̃, 

is identical to the turbulent kinematic viscosity except in the 

near-wall (viscosity-affected) region. The transport equation for 

𝑣̃  is 

𝜕

𝜕𝑡
(𝜌𝑣̃) +

𝜕

𝜕𝑥𝑖

(𝜌𝑣̃𝑢𝑖) = 𝐺𝜈 +
1

𝜎𝜈̃

 [
𝜕

𝜕𝑥𝑗

⋅ {(𝜇 + 𝜌𝜈)
𝜕𝜈

𝜕𝑥𝑖

} + 𝐶𝑏2𝜌 (
𝜕𝜈

𝜕𝑥𝑗

)

2

] − 𝑌𝑣 + 𝑆𝜈̃ (16) 

where, 𝐺𝜈 = the production of turbulent viscosity, 𝑌𝑣 = the 

destruction of turbulent viscosity that occurs in the near-wall 

region due to wall blocking and viscous damping, 𝜈 = the 

molecular kinematic viscosity, 𝑆𝜈̃ = a user-defined source term 

and 𝜎𝜈̃ and 𝐶𝑏2 are the constants. 

Model constants: 

𝐶𝑏2 = 0 ⋅ 622, 𝜎𝜈̃ =
2

3
  

2.3.4 Transition k-kL-ω Model 

Walter and Cokljat [28] developed a three equation k-kL- ω 

turbulence model which was inspired by the idea that was 

introduced by Walters and Leylek [29]. The model can 

successfully predict boundary layer development and transition 

flow behavior in various fluid systems. 

The k-kL-ω model is considered to be a three-equation eddy-

viscosity type, which includes transport equations for turbulent 

kinetic energy (𝑘𝑇), laminar kinetic energy (𝑘𝐿), and the inverse 

turbulent time scale (𝜔). 

𝐷𝑘𝑇

𝐷𝑡
= 𝑃𝑘𝑇 + 𝑅 + 𝑃𝑁 𝐴𝑇 − 𝜔𝑘𝑇 − 𝐷𝑇 +

𝜕

𝜕𝑥𝑗

[(𝜈 +
𝛼𝑇

𝛼𝑘

)
𝜕𝑘𝑇

𝜕𝑥𝑗

] (17) 

𝐷𝑘𝐿

𝐷𝑡
= 𝑃𝑘𝐿 

− 𝑅 − 𝑅𝑁 𝐴𝑇 − 𝐷𝐿 +
𝜕

𝜕𝑥𝑗

[𝜈
𝜕𝑘𝐿

𝜕𝑥𝑗

] (18) 

𝐷𝜔

𝐷𝑡
= 𝐶𝜔1

𝜔

𝑘𝑇
𝑝𝑘𝑇

+ (
𝐶𝜔𝑅

𝑓𝑊
− 1)

𝜔

𝑘𝑇

(𝑅 + 𝑅𝑁 𝐴𝑇 ) − 𝐶𝜔2𝜔
2 + 𝐶𝜔3𝑓𝜔𝛼𝑇𝑓𝑊

2 √𝑘𝑇

𝑑3
+

𝜕

𝜕𝑥𝑗
[(𝜈 +

𝛼𝑇

𝛼𝜔
)
𝜕𝜔

𝜕𝑥𝑗
] (19) 

Model constants: 

𝐶𝜔1 = 0.44, 𝐶𝜔2 = 0.92, 𝐶𝜔3 = 0.3 

2.3.5 𝛾 − 𝑅ⅇ𝜃 Transition SST Model 

𝛾 − 𝑅ⅇ𝜃 transition SST model was developed subsequently 

by Menter and Langratry [30]-[32]. It had successfully been used 

for flow prediction of an expansion swirl flow [33]. The 

transition SST model is based on the coupling of the SST k-

ω transport equations with two other transport equations, one for 

the intermittency and one for the transition onset criteria, in terms 

of momentum-thickness Reynolds number.  

The transport equation for the intermittency 𝛾 is defined as 

𝜕(𝜌𝛾)

𝜕𝑡
+

𝜕(𝜌𝑈𝑗𝛾)

𝜕𝑥𝑖

= 𝑃𝛾1
− 𝐸𝛾1

+ 𝑃𝛾2
− 𝐸𝛾2

+
𝜕

𝜕𝑥𝑗

[(𝜇+

𝜇𝑡

𝜎𝛾

)
𝜕𝛾

𝜕𝑥𝑗

] (20) 

The transition sources are defined as  

𝐸𝛾1
= 𝑃𝛾1

𝛾 and (21) 

𝑃𝛾1
= 𝐹𝑙𝑒𝑛𝑔𝑡ℎ𝜌𝑆[𝛾𝐹𝑜𝑛𝑠𝑒𝑡]

𝑐𝛾3  (22) 

where, 𝑆 = the strain rate magnitude, 𝐹𝑙𝑒𝑛𝑔𝑡ℎ = an empirical 

correlation that controls the length of the transition region. 

The destruction/relaminarization sources are defined as 

𝑃𝛾2
= (2𝑐𝛾1)𝜌𝛺𝛾𝐹𝑡𝑢𝑟𝑏and (23) 

𝐸𝛾2
= 𝑐𝛾2𝑃𝛾2

𝛾 (24) 

where, 𝛺 is the vorticity magnitude. 

Model constants: 

𝑐𝛾1 = 0.03,  𝑐𝛾2 =  50,  𝑐𝛾3 = 1.0 

2.4 Setting Boundary Conditions 

The Mach number in this study is 0.015, which is lesser than 

0.3 for which the flow is considered as incompressible and 

therefore energy equation has been omitted in numerical 

simulation. The solver has been taken as pressure-based and 

velocity formation has been taken as absolute. The time for the 

flow has been set as steady. Wall boundary condition is applied 

for airfoil surfaces with no-slip boundary conditions. The inlet 

(far-field 1) is assigned as velocity inlet where the velocity 

specification method is taken as component and reference frame 

is absolute with an initial gauge pressure of 0 Pa. The 

specification of turbulence is taken as an intensity to viscosity 

ratio with a turbulence intensity of 5% and turbulence viscosity 

ratio of 10. The outlet (far-field 2) is assigned as a pressure outlet 

having a gauge pressure of 0 Pa and the backflow reference 

frame is set as absolute, the backflow direction specification 

method is set as normal to the boundary, and the backflow 

pressure specification is set as total pressure. Fig. 4 illustrates the 

flow domain of the problem. Boundary conditions and other 

variables related to the numerical investigation are tabulated in 

Table 1. 
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2.5 Simulation Setup 

The SIMPLE pressure-velocity coupling has been used in 

the present study. For spatial discretization, the gradient is taken 

as least square cell-based and other parameters are taken as 

second-order upwind. Reports have been defined to calculate lift 

and drag coefficients. The convergence condition is taken as 

absolute criteria. The criterion of the residuals is taken as 10-6. 

The solution is initialized with the standard initialization method. 

Then the calculation is, then, run to get quantitative and 

qualitative numerical results.  

 

Fig. 4 Flow domain of the problem. 

Table 1 Boundary conditions and some other variables. 

Variable Value 

Fluid type air 

Test object material wood 

Free stream temperature 20 °C 

Gauge pressure 0 Pa 

Free stream velocity of air 5 m/s 

Density of air 1.204 kg/m3 

Viscosity of air 1.825 × 10-5  kg·m−1·s−1 

Chord Reynolds number 0.05 × 106 

Mach number 0.015 

2.6 Wind Tunnel Experiment 

The wind tunnel experiment has been conducted using a 

subsonic open-circuit wind tunnel consisting of a converging and 

diverging nozzle to verify the performance of the turbulence 

models. The specification of the wind tunnel is presented in 

Table 2. 

The models for both of the airfoils have been made of wood 

with having a chord of 150 mm and a span of 450 mm. The 

models have been fabricated and provided a smooth surface 

finish and thick coating so that the output obtained from wind 

tunnel testing is more accurate. Fig. 5 shows the wind tunnel with 

an airfoil mounted on it. In this present study, the free stream 

velocity is taken as 5 m/s for both of the airfoils which yield a 

Reynolds number of 0.05 × 106  and Mach number of 0.015 

based on the centerline chord of the airfoils. The velocity of air 

is increased up to 5 m/s and was inspected by a monitor.  

Table 2 Specifications of the wind tunnel. 

Specifications Value 

Model TecQuipment AF100 

Electrical supply 

3 phase, 220 VAC to 240 

VAC 50 Hz/60 Hz (20 A) or 

380 VAC to 440 VAC 50 

Hz/60 Hz (16 A) 

Space required 
2 m of free space around the 

inlet and 4 m at the outlet 

Operating temperature 

range 
5 °C to 40 °C 

Operating relative humidity 

range 

80% at temperatures < 31°C 

decreasing linearly to 50% 

at 40°C. 

Net dimensions 
3700 mm × 1065 mm × 

height 1900 mm 

Dimensions of the working 

section 

305 mm × 305 mm, and 600 

mm long 

Net weight 293 kg 

Range of air velocity 0 to 36 ms-1 

Noise level 80 dB(A) 

 

 

Fig. 5 Experimental setup showing (a) whole experimental 

setup and (b) close view of airfoil setup. 

Lift and drag force are obtained using wind tunnel testing 

for both of the airfoils. Lift coefficient and drag coefficient are 

determined from these aerodynamic forces using Eqs. (25) and 

(26) respectively.  

𝐶𝐿 =
𝐹𝐿

1
2
𝜌𝜈2𝐴

 (25) 

𝐶𝐷 =
𝐹𝐷

1
2
𝜌𝜈2𝐴

 (26) 
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Where, 𝐹𝐿 is lift force in N, 𝐹𝐷 is drag force in N, 𝐶𝐿 is lift 

coefficient, 𝐶𝐷 is drag coefficient, 𝜌 is the density of the air 

through the airfoil is moving in kg/m3, 𝑣 is the relative speed 

between airfoil and air in m/s and 𝐴 is the projected area of the 

airfoil in m3. 

In order to monitor experimental results such as lift 

coefficient and drag coefficient at a different angle of attack for 

both of the airfoils, computer along with TecQuipment’s 

Versatile Data Acquisition System (VDAS®) software is used. 

With the usage of VDAS® software, lift coefficient and drag 

coefficient are accurately determined. 

3 Results and discussion 

3.1 Evaluation of turbulence models for the flow over 

NACA 0012 airfoil 

Fig. 6 illustrates a comparison between experimental data 

and numerical results of five different turbulence models of the 

lift coefficient curve for NACA 0012 airfoil. It is observed that 

Spalart-Allmaras model and k-ω SST model are able to 

reasonably predict lift coefficient up to the angle of attack of 9° 

and 6° respectively. Hence, it is obvious that Spalart-Allmaras 

model gives the most accurate prediction among other models. 

This finding is closely in agreement with previous studies 

conducted on the accuracy of turbulence models [6],[7],[9],[10]. 

The standard k-𝜀 model gives slightly less value of lift coefficient 

at low angle of attack and slightly high value of lift coefficient at 

high angle of attack. However, at high angle of attack no 

turbulence model is capable of providing a satisfactory 

prediction. This phenomenon is also confirmed by prior studies 

[10],[11]. Transition k-kL-ω model and 𝛾 − 𝑅ⅇ𝜃 Transition SST 

model are far beyond accuracy. 

Fig. 7 demonstrates a comparison between experimental 

data and numerical results of five different turbulence models of 

the drag coefficient curve for NACA 0012 airfoil. It is observed 

that k-ω SST model, Spalart-Allmaras model, Transition k-kL-ω 

model, and 𝛾 − 𝑅ⅇ𝜃 Transition SST model can predict drag 

coefficient reasonably at low angle of attack. The standard k-𝜀 

model gives slightly high value of drag coefficient at a low angle 

of attack and a slightly low value of drag coefficient at a high 

angle of attack. However, at a high angle of attack, no turbulence 

model can give a satisfactory prediction and all models except 

the Transition k-kL-ω model provide a lesser value of drag 

coefficient than that of the experimental value. Previous studies 

also indicate that turbulence models aren’t capable of predicting 

at a high angle of attack [10],[11]. 

Fig. 8 and Fig. 9 illustrate contours of static pressure at the 

angle of attack of 0°, 6°, 9°, and 18° derived from Spalart-

Allmaras model and k-ω SST model respectively for NACA 

0012 airfoil. It can be observed that pressure distribution is 

symmetrical at 0° angle of attack because of NACA 0012 being 

symmetric airfoil while the pressure on the upper surface is lower 

than that of the lower surface at 6° and 9° angle of attack. Hence, 

a lift is produced upward. As the angle of attack is increased from 

0° up to 9°, the pressure on the lower surface is increased as a 

result of which the lift force and lift coefficient are increased in 

the upward direction. However, separation takes place at an 

angle of attack of 18° due to which the lift coefficient is 

dramatically decreased. 

 

Fig. 6 Comparison between experiment data and numerical 

results of five different turbulence models of the lift 

coefficient curve for NACA 0012 airfoil. 

 

Fig. 7 Comparison between experiment data and numerical 

results of five different turbulence models of the drag 

coefficient curve for NACA 0012 airfoil. 

Fig. 10 and Fig. 11 demonstrate contours of velocity 

magnitude at the angle of attack of 0°, 6°, 9° and 18° for Spalart-

Allmaras model and k-ω SST model respectively for NACA 

0012 airfoil. It can be observed that velocity magnitude is 

symmetrical at 0° angle of attack while in contrast to pressure 

distribution the velocity magnitude on the upper surface is higher 

than that of the lower surface for increased angle of attack which 

confirms Bernoulli’s principle. The stagnation point at the 

trailing edge is moved forward to the direction of the leading 

edge with the increase in the angle of attack.
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Fig. 8 Contours of static pressure at an angle of attack of (a) 0°, (b) 6°, (c) 9°, (d) 18° derived from Spalart-Allmaras model for 

NACA 0012 airfoil. 

 

Fig. 9 Contours of static pressure at an angle of attack of (a) 0°, (b) 6°, (c) 9°, (d) 18° derived from k-ω SST model for NACA 

0012 airfoil. 

 

Fig. 10 Contours of velocity magnitude at an angle of attack of (a) 0°, (b) 6°, (c) 9°, (d) 18° derived from Spalart-Allmaras model 

for NACA 0012 airfoil. 

 

Fig. 11 Contours of velocity magnitude at an angle of attack of (a) 0°, (b) 6°, (c) 9°, (d) 18° derived from k-ω SST model for 

NACA 0012 airfoil. 
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3.2 Evaluation of turbulence models for the flow over 

NACA 2412 airfoil  

Fig. 12 illustrates a comparison between experimental data 

and numerical results of five different turbulence models of the 

lift coefficient curve for NACA 2412 airfoil. It is observed that 

Spalart-Allmaras model and k-ω SST model are successfully 

able to predict lift coefficient up to the angle of attack of 9°. This 

finding is closely in agreement with earlier studies conducted on 

the assessment of turbulence models [6],[7],[9],[10]. Standard k-

𝜀 model gives slightly less value of lift coefficient at low angle 

of attack and slightly more value of lift coefficient at high angle 

of attack. However, no turbulence model is able to depict post-

stall characteristics. Transition k-kL-ω model and 𝛾 − 𝑅ⅇ𝜃  

transition SST model are far beyond accuracy. 

 

Fig. 12 Comparison between experiment data and numerical 

results of five different turbulence models of the lift 

coefficient curve for NACA 2412 airfoil. 

 

Fig. 13 Comparison between experiment data and numerical 

results of five different turbulence models of the drag 

coefficient curve for NACA 2412 airfoil. 

 

Fig. 13 illustrates a comparison between experimental data 

and numerical results of five different turbulence models of the 

drag coefficient curve for NACA 2412 airfoil. It is observed that 

k-ω SST model, Spalart-Allmaras model, Transition k-kL-ω 

model and 𝛾 − 𝑅ⅇ𝜃 Transition SST model are capable of 

predicting drag coefficient effectively at a low angle of attack. 

The standard k-𝜀 model gives slightly high value of drag 

coefficient at a low angle of attack and exhibits a good prediction 

of drag coefficient at a high angle of attack. However, at a high 

angle of attack, no turbulence model can give a satisfactory 

prediction except the Standard k-𝜀 model and they give higher 

value of drag coefficient than that of the experimental value. 

Douvi et al. [10] also observed that higher drag coefficients than 

that of the experimental result were deduced by different 

turbulence models. 

Contours of static pressure at the angle of attack of 0°, 6°, 9° 

and 18° derived from Spalart-Allmaras model and k-ω SST 

model are demonstrated at Fig. 14 and Fig. 15 respectively for 

NACA 2412 airfoil. It can be observed that the pressure on the 

upper surface is lower than that of the lower surface because of 

which a lift is produced upward. As the angle of attack is 

increased from 0° to 9°, the pressure on the lower surface is 

increased as a result of which the lift force and lift coefficient are 

increased in the upward direction. However, separation takes 

place at an angle of attack of 18° due to which the lift coefficient 

is dramatically decreased. 

Contours of velocity magnitude at the angle of attack of 0°, 

6°, 9° and 18° for Spalart-Allmaras model and k-ω SST model 

are illustrated at Fig. 16 and Fig. 17 respectively for NACA 2412 

airfoil. It can be observed that, unlike pressure distribution, the 

velocity magnitude on the upper surface is higher than that of the 

lower surface, which confirms Bernoulli’s principle. The 

stagnation point at the trailing edge is moved forward to the 

direction of the leading edge with the increase in the angle of 

attack. 

3.3 Comparison of NACA 0012 and NACA 2412 using 

experimental results 

Fig. 18 illustrates a variation of lift coefficient with respect 

to the angle of attack for both NACA 0012 and NACA 2412 

airfoils. It is observed that at a low angle of attack the lift 

coefficient increases almost linearly with the angle of attack and 

reaches its highest value at stall angle of attack (10°) because 

airflow is attached to the surfaces of airfoils at these angles of 

attack. After stall angle of attack, there is a dramatic decrease in 

lift coefficient because of the separation of the boundary layer. It 

can also be observed that the lift coefficient of NACA 2412 

airfoil is greater than that of the NACA 0012 airfoil for all angles 

of attack. It was also depicted by Oukassou et al. [9] that NACA 

2412 airfoil provided greater lift coefficients for a wide range of 

angles of attack at a Reynolds number of 106. Hence, NACA 

2412 airfoil provides better aerodynamic performance. The lift 

coefficient is zero lift for 0° angle of attack for NACA 0012 

airfoil while there is an appreciable lift coefficient at 0° angle of 

attack for NACA 2412 airfoil. 
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Fig. 14 Contours of static pressure at an angle of attack of (a) 0°, (b) 6°, (c) 9°, (d) 18° derived from Spalart-Allmaras model for 

NACA 2412 airfoil. 

 

Fig. 15 Contours of static pressure at an angle of attack of (a) 0°, (b) 6°, (c) 9°, (d) 18° derived from k-ω SST model for NACA 

2412 airfoil 

 

Fig. 16 Contours of velocity magnitude at an angle of attack of (a) 0°, (b) 6°, (c) 9°, (d) 18° derived from Spalart-Allmaras model 

for NACA 2412 airfoil. 

 

Fig. 17 Contours of velocity magnitude at an angle of attack of (a) 0°, (b) 6°, (c) 9°, (d) 18° derived from k-ω SST model for 

NACA 2412 airfoil. 

 



T. Hassan et al. /JEA Vol. 03(01) 2022, pp 012-022 

21 

 

 

Fig. 18 Comparison of lift coefficient between NACA 0012 

and NACA 2412 airfoils using experimental data. 

 

Fig. 19 Comparison of drag coefficient between NACA 0012 

and NACA 2412 airfoils using experimental data. 

 

Fig. 20 Comparison of lift coefficient to drag coefficient ratio 

between NACA 0012 and NACA 2412 airfoils using 

experimental data. 

Fig. 19 demonstrates the variation of drag coefficient with 

respect to the angle of attack for both NACA 0012 and NACA 

2412 airfoils. It can be observed that at a low angle of attack the 

drag coefficient varies a little bit with respect to the angle of 

attack since only skin friction drag is affecting the airfoils while 

the pressure drag is negligible. After stall angle of attack, there is 

a rapid increase in drag coefficient which is due to separation of 

flow, which enhances pressure drag, and thus total drag is 

increased. It is also observed that the drag coefficient of NACA 

0012 is higher than that of NACA 2412 airfoil at almost all 

angles of attack. 

Fig. 20 illustrates the variation of lift coefficient to drag 

coefficient ratio with respect to the angle of attack for both 

NACA 0012 and NACA 2412 airfoils. It can be observed that 

the lift coefficient to drag coefficient ratio of NACA 2412 is 

higher than that of NACA 0012 airfoil for all angles of attack. 

The ratio increases from zero angle of attack to the angle of 

attack of 8° for NACA 2412 airfoil and 4° for NACA 0012 airfoil 

and after that lift coefficient to drag coefficient ratio gradually 

falls. The lift coefficient to drag coefficient ratio of NACA 2412 

airfoil is greater than that of the NACA 0012 airfoil which 

indicates that NACA 2412 airfoil is more fuel economic. 

4 Conclusions 

This paper has presented the evaluation of five different 

turbulence models at low Reynolds number as well as the 

aerodynamic comparison between NACA 0012 airfoil and 

NACA 2412 airfoil for various angles of attack. The findings of 

this study can be concluded as follow: 

Spalart-Allmaras model and k-ω SST model are capable of 

providing the most accurate prediction for lift coefficient at low 

angle of attack for both airfoils. k-ω SST model, Spalart-

Allmaras model, Transition k-kL-ω model, and 𝛾 − 𝑅ⅇ𝜃 

transition SST model can predict drag coefficient reasonably at a 

low angle of attack. At a high angle of attack, however, no 

turbulence model is able to provide a satisfactory prediction for 

lift coefficient and drag coefficient indicating that these models 

are unable to predict post-stall characteristics.  NACA 2412 

airfoil provides better aerodynamic performance. Moreover, 

NACA 2412 is more fuel economic. NACA 0012 airfoil 

provides zero lift at an angle of attack of 0° while NACA 2412 

airfoil provides appreciable lift at an angle of attack of 0°. The 

stall angle of attack for both of the airfoils is found to be the same 

ie. 10°.  
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ABSTRACT   

The main objective of this research is to manufacture expanded perlite (EP) foam-filled stainless steel tubes for energy absorption 

application and to investigate their physical and compressive behavior. Foam-filled steel tubes (FFT) were manufactured by 

consolidating expanded perlite/sodium silicate composite foam inside the tube. The EP particles of size 5-6 mm were taken for 

manufacturing FFTs. Two different sodium silicate solution to water (S/W) ratios and three compaction ratios (CR) were the 

manufacturing parameters of the foams. The manufactured FFTs were characterized for density, yield stress, plateau stress, energy 

absorption, and energy absorption efficiency. The compression test results showed that the foam filling improved the compressive 

properties and energy absorption ability of the steel tube significantly. The failure analysis along with the stress-strain curves was also 

conducted. The change in failure mechanism is found to be the reason for high energy absorption and energy absorption efficiency for 

high-density foam-filled tubes. 

Keywords: Expanded Perlite, Composite Foam, Foam Filled Tube, Energy Absorption Capacity. 
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1 Introduction 

In recent years, the main concern of motor vehicles 

manufacturers is creating safer vehicles with minimum damage 

when there is an accidental impact [1]. It is necessary to provide 

an energy-absorbing structure at the front bumper to minimize 

the damage due to impact. To meet this criterion, different types 

of empty and composites foam tubes are used as energy-

absorbing elements in the design of the vehicle e.g. crash box and 

anti-intrusion bars [2].  The empty profiles absorb the impact 

energy of crash at a very low force level and reduce the damage 

to the vehicle and are considered as mostly inefficient while kept 

under bending conditions as a high amount of deformation 

occurs in a small hinge. The crashworthiness of empty tubes 

under compressive loading conditions was investigated by many 

researchers [3]. The researches indicate that the energy 

absorption capacity of such tubes is limited. It is found that 

simply increasing the thickness of tube walls or implementing 

double walls tubes can result in increasing specific energy 

absorption [4]. But a great change is observed using foam filler 

material inside the tubes and investigations have been done 

depending on foam fillers to enhance the energy absorption and 

mechanical properties of thin-walled tubes. Studies have shown 

that the damping level of different components can be increased 

up to five times by inserting metallic foams in them [5]. 

Applications of such foam-filled tubes include anti-intrusion bars 

[6], crash boxes [7], frame of coach structures [8], or bumpers in 

the car industry [9]. Nonetheless, the non-metallic foam fillers 

may also be used for manufacturing foam filled-tubes for energy 

absorption applications where the cost and the lightweight are the 

main concerns. For example, Aktay, et al. [10] and Toksoy and 

Guden [11] studied polystyrene foam-filled aluminum tubes 

while Meguid, et al. [12] and Alia, et al. [13] investigated PVC 

foam-filled steel and aluminum tubes to observe the crashing and 

energy absorption behavior. Expanded perlite composite foams 

are newly developed low-cost materials which can be 

manufactured using expanded perlite particles with various 

binders including sodium silicate solution [14], starch [15], 

epoxy [16], recycled polystyrene [17], sodium silicate solution 

with corn starch [18]. These low-cost composite foams may be a 

good alternative to be used as filler for steel tubes to enhance the 

mechanical and energy absorption capacity of the filled tubes. 

Therefore, in this work, the expanded perlite/sodium silicate 

foam-filled stainless steel tubes were produced through a cost-

effective compaction process. The quasi-static compressive test 

was conducted on the hollow and foam-filled tubes for 

characterization. The compressive properties, energy absorption 

per unit volume, and energy absorption efficiency were 

investigated based on the manufacturing parameters and the 

density to find out the effectiveness of expanded perlite/sodium 

silicate foam filling in the steel tube. 

 

Fig. 1 Expanded perlite particles (5-6 mm) 

2 Materials and Methodology 

2.1 Materials 

2.1.1 Expanded Perlite 

Expanded perlite (EP) was collected from China and 

separated into different size groups using sieves and particles of 

sizes 5-6 mm were selected for this work (see Fig. 1). The 

measured bulk density of the particles is 0.073 g/cm3. 

https://doi.org/10.38032/jea.2022.01.004
http://creativecommons.org/licenses/by-nc/4.0/
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2.1.2 Sodium Silicate Solution and Stainless Steel Tube 

Sodium silicate solution (SSS) with weight ratio 

(SiO2/Na2O) 3.22 and a density of 1.38 g/cm3 was diluted using 

drinking water and used as a binder for manufacturing expanded 

perlite composite foams. Two different SSS to water ratios (1:1 

and 2:1 by weight) were considered in this work. Stainless steel 

(304) welded tubes of 25.4 mm outside diameter and 0.4 mm 

thickness were used as shown in Fig. 2. The measured tube bulk 

density is 0.567 g/cm3.  

 

Fig. 2 Hollow stainless steel tube (Diameter = 25.4 mm and 

thickness = 0.4 mm) 

2.2 Specimen Preparation 

A steel tube was taken and one side of it was covered by a 

polymer net so that the SSS can pass leaving wet EP particles 

trapped inside the tube. The tube was filled with the required 

amount of EP and soaked in the diluted SSS for 2 minutes for 

proper wetting of the particles. The tube with wet EP particles 

was taken out of the binder and the excess binder was drained 

out of the tube. The tube was then taken to the universal testing 

machine and the wet EP particles inside the tube were compacted 

using a plunger of a diameter slightly less than the internal 

diameter of the tube until the final height became 40 mm. The 

particles remained compacted for about 5 minutes and there was 

an insignificant spring back. The particles were compacted for 

three values of compaction ratios (e.g. 2.5, 3.0, and 3.5). Note 

that, the compaction ratio is the ratio of the height of the loose 

particle column to the final height after compaction. The 

specimens were then kept inside an oven at 110°C for curing 

until the weight loss became constant. The hollow part of the tube 

with no particles was cut by a hand grinder and both sides of the 

tube were flattened using a CNC lathe. The specimens may be 

identified as S_X_Y where ‘S’ for sample, the number in place 

of X and Y indicates SSS/Water (S/W) ratio and compaction 

ratio (CR). 

2.3 Mechanical Testing 

The uniaxial compression test was conducted on a Universal 

Testing Machine (Model – Controls 50-C10B/PR) with a loading 

rate (5 N/s) to investigate the compressive and energy absorption 

behavior. Four samples for each configuration have been tested. 

3 Results and Discussion 

3.1 Physical Properties 

The mass fractions of constituents and densities of the 

prepared composites are given in Table 1. Filled tube and foam 

density are plotted as a function of compaction ratio for two S/W 

ratios in Fig. 3. Both foam and filled tube density increased 

linearly with increasing compaction ratio for both binder 

contents. The least-square lines and R2 values are also shown in 

Fig. 3. High linearity is represented by higher R2 values. The 

density is higher for a high S/W ratio for all compaction ratios 

because the EP particles were exposed to a high concentration of 

sodium silicate during manufacturing. The high value of the 

mass fraction of sodium silicate in foam (see Table 1) is also seen 

for a high S/W ratio because of the same reason.  

Table 1 Mass fractions and density of the foam-filled steel tube 

(Average values calculated from three specimens are given in 

the table). 

Sample 

No. 

 

Mass 

fraction 

of EP in 

foam 

(%) 

Mass 

fraction 

of 

sodium 

silicate 

in foam 

(%) 

Mass 

fraction 

of foam 

Mass 

fraction 

of steel 

tube 

Filled 

tube 

density 

(g/cm3) 

Foam 

density 

(g/cm3) 

S_1_2.5 72.53 27.47 31.56 68.44 0.83 0.27 

S_1_3.0 70.20 29.80 37.17 62.84 0.90 0.35 

S_1_3.5 64.24 35.76 41.66 58.34 0.98 0.43 

S_2_2.5 44.90 55.11 42.32 57.68 0.99 0.44 

S_2_3.0 46.54 53.47 46.90 53.11 1.07 0.52 

S_2_3.5 47.58 52.42 49.11 50.90 1.12 0.58 

 

Fig. 3 Filled tube density and foam density as a function of CRs 

for both S/W ratios. Standard deviations calculated from four 

specimens are given as error bars. 

 

Fig. 4 Filled tube density as a function of foam density 
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In Fig. 4, the filled tube density is plotted as a function of 

foam density irrespective of S/W ratios. It is seen that the filled 

tube density increased linearly showing a high correlation 

coefficient with increasing foam density regardless of the S/W 

ratio and CR. 

 

(a) 

 

(b) 

Fig. 5 Compressive properties of the HT and tubes filled 

with EP/SSS foam for different CRs for S/W ratios: (a) Yield 

stress; and (b) Plateau stress (20-40% strain). 

3.2 Compressive Properties  

3.2.1 Effect of Foam Manufacturing Parameters on 

Compressive Properties of Foam-filled Tubes (FFT) 

In Fig. 5, the compressive properties are plotted as a function 

of CR for both S/W ratios. It is seen from Fig. 5(a) that the yield 

stress (YS) increases consistently with the increasing CR for both 

S/W ratios. The YSs for S/W ratio = 1 at compaction ratios 2.5 

and 3.0 appear to be lower than that of the hollow tube (HT). 

There may be two reasons for this to occur i. e. the prestressing 

of the tube during the compaction of perlite composite foam 

inside the tube and the load-bearing capacity of the foam is not 

sufficient to compensate for the prestressing of the tube. 

Nonetheless, for the S/W ratio = 1 and CR = 3.5, the YS is higher 

than that of the HT because the load-bearing capacity of the foam 

is now sufficient to compensate for the prestressing of the tube. 

On the other hand, for S/W ratio = 2, all FFTs show higher YS 

when compared with the YS of HT because of the higher binder 

content in the foam. It should be noted that the high compaction 

ratio and high binder content increases the compressive strength 

of the perlite/sodium silicate foams [14]. The plateau stress (PS) 

is calculated by averaging the stress from 20% strain to 40 % 

strain and plotted as a function of CR in Fig. 5(b). It is seen that 

the PS also increases with increasing compaction ratio for both 

S/W ratios. The plateau stress for S/W ratio = 1 for CR = 2.0 and 

2.5 are very close to the PS of the HT because of the same reason 

described for YS. Again the PS for S/W ratio = 2 is higher than 

the HT due to the higher strength of the foams.  

Fig. 6 shows the energy absorption (EA) up to 40% strain 

and the energy absorption efficiency (EAE) at 40% strain of the 

HT and FFTs as a function of CRs for both S/W ratios. The EA 

increases consistently with increasing CR for both S/W ratios. 

The EA is significantly higher in the FFTs as compared to the 

HT [see Fig. 6(a)] except for the FFT with the foam made of S/W 

ratio = 2.5 and CR = 2.5. The FFTs with low S/W ratios and low 

CRs (i. e. S/W=1 with CR=2.5 and 3.0; S/W=2 with CR=2.5) 

show less EAE and FFTs with high S/W ratios and high CRs (i. 

e. S/W=1 with CR=3.5; S/W=2 with CR = 2.5 and 3.0) show 

higher EAE compared to the EAE of the HT [see Fig. 6(b)]. The 

less EAE for some FFTs is attributed to the low load-bearing 

capacity as well as the prestressing of the tube during FFT 

manufacturing. 

Therefore, it is seen that the manufacturing parameters of 

perlite/sodium silicate composites i.e. S/W ratio and CR play an 

important role in the improvement of mechanical properties of 

FFTs. 

 

(a) 

 

(b) 

Fig. 6 (a) Energy absorption per unit volume up to 40% strain 

and (b) Energy absorption efficiency at 40% strain as functions 

of CR for both S/W ratios. 

3.2.2 Effect of Density on Compressive Properties of the 

Foam-filled Tubes 

In Fig. 7, the YS and PS are plotted as a function of tube 

density for both HT and FFTs. Both the YS and PS increased 

highly linearly with increasing the density of the tube as 

indicated by the high R2 values. The change in the density of the 

FFTs is due to the change in the foam density inside the tube 

because the steel tube size and material are the same for all FFTs. 

Therefore it is the foam density that caused the increase in both 
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YS and PS of the FFTs. So, the density of the foam inside the 

FFTs is highly responsible for the improvement of the 

compressive properties of the FFTs. The EA and EAE are plotted 

as a function of tube density in Fig. 8. It is seen that the EA 

increases linearly with increasing density with a high R2 value. 

Although the EAE increases with increasing tube density, the 

linearity is not high as indicated by the low R2 value.  

  

(a) 

 

(b) 

Fig. 7 Compressive properties of the tubes with the variation of 

tube density: (a) Yield stress; and (b) Plateau stress (20-40% 

strain). 

From the above results, it can be said that the compressive 

properties of the FFTs improved significantly when the density 

of the foam inside the tube is increased as compared to the HT. 

The percentage increase in YS, PS, EA, and EAE in the highest 

density FFTs are seen to be 54.49%, 83.84%, 81.63%, and 

16.32% respectively compared with the HT. The improvements 

in mechanical properties and energy absorption occurred with a 

cost of only an 8.34% decrease in specific energy absorption.  

The variation of EAE of the FFTs and HT with strain is 

shown in Fig. 9. In general, it appears that after the peak stress is 

reached, the EAE increases with increasing strain for HT and 

FFTs. It can be seen that the EAE is consistently higher for FFTs 

filled with perlite foam with CR = 3.0 and 3.5 when compared 

with EAE of HT throughout the range of strain studied [see Fig. 

9(a)]. Though the EAE of S_1_3.0 coincides with HT’s EAE, it 

remains higher for S_1_3.5 than HT’s EAE. For samples made 

of S/W ratio = 2, FFTs show higher EAE compared with HTs for 

the whole strain range after the peak stress (see Fig. 10) is 

reached. Therefore, the perlite foam filling has a significant 

impact in improving the energy absorption efficiency of the tube. 

  

(a) 

 
(b) 

Fig. 8 (a) Energy absorption per unit volume up to 40% strain 

and (b) Energy absorption efficiency at 40% strain as a function 

of tube density. 

 

(a) 

 

(b) 

Fig. 9 Variation of energy absorption efficiency with strain for 

(a) S/W ratio = 1 and (b) S/W ratio = 2. 
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3.2.3 Effective Stress-Strain Curves and Failure Analysis 

The effective stress versus strain curves for the HT and FFTs 

are shown in Fig. 10. Stress increases linearly with increasing 

strain up to a peak (i. e. yield point). After that, the curve for the 

hollow tube shows two peaks for the range of strain studied. Each 

peak is associated with each three-fold buckling failure of the 

tube due to compression as shown in Fig. 11(a). Specimen with 

S/W ratio = 1 and CR = 2.5 shows three peaks and CR = 3.0 

shows two peaks in their respective stress-strain curves but for 

the specimen with S/W ratio = 1 and CR = 3.5, the curve shows 

a single peak and then a plateau in the stress-strain curve. 

However, the failure for the HT is three-fold buckling and for the 

FFTs with the S/W ratio = 1 consists of a single ring formation 

and then three-fold buckling as shown in Fig. 11(c) – (f). 

 

(a) 

 

(b) 

Fig. 10 Effective stress-strain curves for (a) S/W ratio = 1 and 

(b) S/W ratio = 2. 

On the other hand, the stress-strain curve for S/W ratio = 2, 

the FFT with CR = 2.5 shows three peaks instead of two peaks 

for HT although the location of the peak in the stress-strain curve 

is different. In this case, the failure of the specimen is similar to 

the FFTs for S/W ratio = 1. For S/W ratio = 2 and CRs = 3.0 and 

3.5, the stress-strain curves do not show any peak rather a plateau 

[see Fig. 11(g)] is seen for the strain range studied. The three-

fold buckling failure is eliminated and the failure occurred by the 

formation of rings (concertina) as seen in Fig. 11(h) and (i). The 

change in failure mode is the reason for the high energy 

absorption and energy absorption efficiency of the high-density 

foam-filled tubes. 

   

(a) HT (b) FFT (c) Crashed HT 

   

(d) Crashed FFT 

(S_1_2.5) 

(e) Crashed FFT 

(S_1_3.0) 

(f) Crashed FFT 

(S_1_3.5) 

   

(g) Crashed FFT 

(S_2_2.5) 

(h) Crashed FFT 

(S_2_3.0) 

(i) Crashed FFT 

(S_2_3.5) 

Fig. 11  (a) Hollow tube; (b) Foam filled tube; (c) Crashed 

hollow tube; (d) - (i) Some photographs of the crashed FFT 

specimens after compression tests made of S/W ratio = 1 and 

S/W ratio = 2 for various compaction ratios.  

4 Conclusion 

The work is focused on the development and 

characterization of perlite foam-filled steel tubes for energy 

absorption application. The findings of the research can be 

summarized as: 

 The compressive properties, energy absorption, and 

energy absorption efficiency of the foam-filled tubes 

significantly depend on the foam manufacturing 

parameters such as binder content and compaction ratio. 

 The percentage increase in yield stress, plateau stress, and 

energy absorption in the highest density foam-filled tube 

is found to be 54.49%, 83.84%, and 81.63% respectively 

compared with those of the hollow tube. The 

improvements in mechanical properties and energy 

absorption occurred with a cost of only an 8.34% 

decrease in specific energy absorption. 

 The energy absorption efficiency is found to be 

increasing with increasing strain and EAE is higher than 

that of the hollow tube throughout the range of strain 

studied except for the low-density foams. 

 For the high-density foam-filled tubes, the failure 

mechanism is changed from three-fold buckling to the 

formation concertina which is the reason for the high 

energy absorption capacity of those foam-filled tubes. 
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Nomenclature 

Parameters Acronyms 

Expanded perlite EP 

Sodium silicate solution SSS 

Foam-filled tube FFT 

Hollow tube HT 

Yield stress YS 

Plateau stress PS 

Energy absorption EA 

Energy absorption 

efficiency 

EAE 

Sodium silicate solution to 

water ratio 

S/W ratio 

Compaction ratio CR 
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ABSTRACT   

The optimization of the design and operating conditions of industrial combustors depends on the fundamental study of combustion 

dynamics and flow behaviors. Complete combustion increases the thermal efficiency as well as reduces the emission significantly. A 

study of this kind also allows exploring alternative fuels that would increase the combustion efficiency thus the life cycle of the systems. 

To develop a highly-performed combustion system for power plants and/or rocket engines, fundamental research under an 

axisymmetric small-scale combustor is considered in this study. The k-ε (2 Eqn.) and species transport model (STM) are used to study 

the flow turbulence and combustion behavior, respectively. A Parallel flow injection configuration of fuel and air is considered. 

Combustion behavior is investigated at a wide range of fuel and air flow rate conditions while keeping the air slot dimension (240 mm) 

and fuel injection slot diameter (10 mm) constant. The fuel velocity (FV) and air velocity (AV) are changed from 2 m/s to 30 m/s so 

that a better test matrix could be proposed. At each run, turbulence, the flame temperature, reaction heat release rate, mass fraction of 

CO2, etc are studied. It is seen that the combustion temperature increases with the increase in fuel injection velocity. The static flame 

temperature varies from 1855 K (min.) to 2350 K (max.) and falls within the standard limits of CH4-Air combustion. The mass fraction 

of CO2 is found to be within the acceptable limit (0.121 to 0.153). The heat of the reaction changes from 1.2 W (min.) to 15.6 W (max.) 

at variable Reair and ReCH4 conditions. It is observed that the computational models used in this study are capable of predicting the flow 

and combustion behaviors accurately. 

Keywords: Axisymmetric Combustor, Parallel Flow Injection, Species Transport Model, Flame Temperature, Heat of Reaction, 

Emission. 

 

This work is licensed under a Creative Commons Attribution-Non Commercial 4.0 International License. 

1 Introduction   

Combustion is a chemical reaction in which different forms 

of energy are produced. Daily, the amount of CO2 released is 

increasing. Thus research is being done to make the combustion 

processes more efficient to lower their impact on the 

environment. The US has been showing a trending growth in oil 

demand followed by China [1]. According to the International 

Energy Association (IEA, 2020 Edition) [1], the US had 

produced a 5.41GT (Gigaton) of CO2 in 2018. The US had 

experienced an increase of ~ 3% unlike the European Union and 

Japan which have continued the decline. Therefore, the 

fundamental study of combustion is crucial for the development 

of clean energy technologies for power plants, airplane 

industries, rockets, etc. 

Researchers have been doing extensive research developing 

highly-performed combustors and green combustion 

technologies. There is a lot of experimental and CFD research on 

premixed and non-premixed combustion. For example, Hossain 

et al. [2]-[5] have performed laser diagnostics (PLIF and PIV) 

and premixed combustion modeling to understand the flow and 

flame interaction at a wide range of Reynolds numbers and 

equivalence ratio conditions. They have developed the flame 

front tracing tools and developed optimum operating conditions 

for lab-scale high-speed combustion tests.  Hamzah [6] 

compared the combustion performance of propane and methane 

inside an axial combustor using a non-premixed combustion 

model. They showed that the maximum temperature for propane 

is less than the methane and NOx production is mostly controlled 

by the temperatures. Ibrahim [7] studied the effect of radiation 

on the flame size and overall flame performance in a methane-

air combustion medium. They found that the air swirl number 

and the combustor exit to Swirler diameter ratio adversely 

influenced the flame temperature and flame length. Pitsch et al. 

[8] have performed a flamelet formulation model and 

investigated the effect of exact differential diffusion on the flame 

performance. They showed that the accurately measured Lewis 

number could be used to predict the scalar dissipation rate, 

pressure, and boundary conditions. Matalon et al. [9] have 

investigated the combustion instabilities in both premixed and 

non-premixed combustion. They studied the role of different 

types of diffusion, thermal expansion, and heat losses on flame 

instabilities. They showed that the instabilities in premixed 

combustion are mostly controlled by the thermal expansion, 

whereas, in diffusion (non-premixed) flame, instabilities are 

controlled by the thermal-diffusive effects. Lacaze et al. [10] 

have performed non-premixed combustion based on the flame 

structure analysis. They have investigated the flame stability in a 

liquid rocket engine near critical and supercritical conditions. 

They found that the flame stability is greatly controlled by the 

pressure, local strain, and temperature variations. Barths et al 

[11] have investigated the combustion performance of direct 

injection diesel engines using flamelet-based non-premixed 

combustion modeling. They proved that the multiple flamelets 

model (MFM) improves the understanding of the ignition phase, 

combustion pressure, heat release, and emission characteristics. 

https://doi.org/10.38032/jea.2022.01.005
http://creativecommons.org/licenses/by-nc/4.0/
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Hossain et al. [12] have studied the effect of Ultra Low-swirl 

Burner (LSB) (S = 0.17) on the combustion behavior of non-

premixed methane-air mixture at low-to-high Re conditions. It 

was seen that the swirl number and Re play a significant role in 

combustion stability and thermal performance.  

Although there are enormous scientific resources on non-

premixed combustion, the applicability of those models is 

severely limited. In non-premixed combustion, the mass 

fractions are assigned in the model. There is no control over 

combustion reactions or combustion kinetics. Therefore, how 

species are generated, transformed through the combustion 

process, and how the diffusion controls the chemical kinetics can 

not be entirely explained by the non-premixed (NPM) 

combustion model. It is the species transport model (STM) that 

provides more information on species-derived chemical kinetics 

of the combustion. However, the scholarly resources on species 

transport model (STM)-based combustion are very limited, 

especially those for industrial applications. For example, Kassem 

et al. [13] have utilized the eddy dissipation model along with the 

species transport equations and studied the turbulent combustion 

of methane-jet flame. They showed that the ANSYS fluent 

overpredicts the flame mean temperature and underpredicts the 

flame length at the centerline of the combustor. Kongre et al. [14] 

have performed CFD and experimental tests to validate the 

combustion behavior of a direct ignition diesel engine.  

Furthermore, the scientific resources on the design and 

optimization of industrial combustors are very limited. For 

example, Enagi et al. [15] have used the species transport model 

and non-premixed combustion model with laminar finite rate 

technique. They have optimized the design and performance 

criterion of the combustor. Davis et al. [16] have developed a 

comprehensive kinetic model to accurately predict H2-CO 

combustion data. D’Errico et al. [17] performed CFD modeling 

to design and optimize the combustion system for modern heavy-

duty diesel engines. The information regarding the safe 

experimental methodology, optimum operating conditions, or 

test matrix is still limited. Hossain et al. [18] have studied the 

fundamentals of CH4-Air combustion in a cross-flow 

configuration under a small-scale combustor using the STM. The 

diffusion flame and its interaction with flow characteristics were 

studied at limited operating conditions. A more fundamental 

combustion study needs to be done to develop a next-generation 

highly-performed combustor for the industry.  

To address the above issues, the species transport model 

(STM) is used to study the CH4-Air combustion under an 

axisymmetric small-scale combustor. The combustion is 

performed at equivalence ratio (ϕ) = 1.0 and a wide range of CH4 

and Airflow conditions. The global combustion characteristics 

such as static flame temperatures, heat release rates, and mass 

fraction of CO2 are investigated. Flow characteristic such as 

turbulent Intensity (I) is also measured. A relation has been made 

between the combustion and flow characteristics at a wide range 

of methane and airflow velocities. The ongoing work aims to 

optimize the test operating conditions of the proposed 

axisymmetric combustor. 

2 Computational Methodology 

For this study, a combustor with a length of 1800 mm and a 

width of 250 mm is examined. The authors come up with these 

dimensions based on the findings of previous research articles 

which could be found elsewhere [18]. As illustrated in Fig. 1, the 

fuel and air injection holes both are accommodated within the 

width of the combustor. The test operating conditions are 

optimized by maintaining the fuel slot height at 10 mm and the 

air slot height at 240 mm. The surface mesher and smooth 

transition inflation are used to create the mesh. Mesh 

Independence study is carried out by refining the grid size, grid 

growth rate, grid aspect ratios, etc. Based on the CFD analysis, 

going over mesh elements of 203424 and nodes of 204330 does 

not significantly affect the flow and flame characteristics. 

Considering the mesh independence study, the authors decided 

to use the mesh elements of 203424 and nodes of 204330 for this 

research (Fig. 2). 

 

Fig. 1 2D Axisymmetric Combustor 

 

Fig. 2 The Meshing Domain 

To discretize the fluid flow governing equations, the finite 

volume method (FVM) is utilized. A pressure-based, absolute, 

steady, and 2D axisymmetric space is considered in this study. 

The Energy equation and volumetric reaction are turned ON. 

Standard k-ε (2 Eqn.) and species transport equation are used for 

turbulence and combustion study. For the k and ε [18], the 

following two transport equations are used:  

𝜕

𝜕𝑡
 (𝜌𝑘) +

𝜕

𝜕𝑥𝑖
 (𝜌𝑘𝑢𝑖) =

𝜕

𝜕𝑥𝑗
 [(𝜇 +

𝜇

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝑘 + 𝐺𝑏 + 𝜌Ɛ − 𝑌𝑀 + 𝑌𝑘 (1) 

𝜕

𝜕𝑡
 (𝜌Ɛ) +

𝜕

𝜕𝑥𝑗

 (𝜌Ɛ𝑢𝑖) =
𝜕

𝜕𝑥𝑖

 [(𝜇 +
𝜇𝑡

𝜎Ɛ

)
𝜕𝑘

𝜕𝑥𝑗

] + 𝐶1Ɛ  
Ɛ

𝑘
 (𝐺𝑘 + 𝐶2Ɛ𝐺𝑏) − 𝐶2Ɛ 𝜌

Ɛ2

𝑘
+ 𝑆Ɛ (2) 

Where, 𝐺𝑘 and 𝐺𝑏  are the turbulent kinetic energy (TKE) 

generation due to the average velocity gradient and buoyancy 

forces, respectively, 𝜇𝑡 is the turbulent viscosity, and 𝜇 is the 

molecular viscosity. The source terms used for the energy 

transport phenomena are 𝜎𝑘 and 𝑆Ɛ. The YM term in the k 

equation shows the contribution of fluctuating dilation to the 

overall dissipation rate. In the ε equation, 𝐶1Ɛ, 𝐶2Ɛ and 𝐶3Ɛ are 

the volume fraction constants and 𝑆Ɛ is the user-defined source 

terms.  

The species transport model (STM) is used to account for 

the effect of chemical reactions and the nature of components and 

species. The general equation for the species transport model is 

expressed below [18]-[19],  

𝜕

𝜕𝑡
 (𝜌𝑌𝑖) + 𝛻. (𝜌𝑣⃗𝑌𝑖) = −𝛻. 𝐽𝑖

⃗⃗⃗ + 𝑅𝑖 + 𝑆𝑖 (3) 

Where 𝐽𝑖
⃗⃗⃗  is the diffusion flux of species i due to the change 

in concentration and temperature gradients, 𝑅𝑖 is the net rate of 

production of species i by the chemical reaction,  𝑌𝑖 is the local 

mass fraction of species, 𝑆𝑖 is the rate of creation by additional 

sources such as particulate, soot, emission, etc. The 𝑅𝑖 is 
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determined by Eddy-Dissipation Model (EDM). The details 

about EDM could be found elsewhere [18]. The following 

equation is used to predict the mass diffusion in a turbulent flow, 

𝐽𝑖
⃗⃗⃗ = − (𝜌𝐷𝑖,𝑚 +

𝜇𝑡

𝑆𝑐𝑡
) 𝛻𝑌𝑖 − 𝐷𝑇,𝑖  

𝛻𝑇

𝑇
)[𝑇𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝐹𝑙𝑜𝑤] (4) 

Where 𝐷𝑇,𝑖 is the thermal diffusion coefficient, 𝐷𝑖,𝑚 is the 

mass diffusion coefficient, 𝑆𝑐t is the turbulent Schmidt number, 

𝐷𝑡  is the turbulent diffusivity. The detail of those models could 

be found in [12], [18]-[20]. The boundary conditions and 

solution schemes used for this study are listed in Table 1 and 

Table 2. 

Table 1 The Boundary Conditions Used in STM 

Parameters Conditions/Ranges 

Equivalence Ratio (ϕ) 1.0 [Stoichiometric Condition] 

Wall  Stationary Wall with Standard 

Wall Roughness 

Outlet Pressure Outlet 

ReCH4 1.2 E+3 to 1.2 E+4  

ReAir 3.2 E+4 to 3.2 E+5 

Table 2 The Solution Schemes Used in STM 

Parameters Solution Schemes 

Solution 

Initialization 

Hybrid Initialization 

Scheme Used Couple 

Spatial 

Discretization 

Pressure: Second Order 

Momentum/TKE/TDR/CH4/O2/CO2/H2O/

Energy: Second-Order Upwind 

3 Numerical Uncertainties and Validation 

The numerical uncertainties are calculated to see how off the 

results are from the true value (target). The variable input values 

are implemented to measure the numerical sensitivity. The 

repeated measurements are performed to characterize the random 

(precision) uncertainty. The overall uncertainty varies between 

0.05% and 0.90%. The calculated numerical uncertainties fall 

within the acceptable standard limits of uncertainties (≤5%). 

Thus, the results presented in this paper are deemed to be valid. 

The numerical uncertainty is listed in Table 3. 

Table 3 The Numerical Uncertainties in Computational 

Results 

Categories Uncertainties (%) 
Overall 

Uncertainty (%) 

Turbulent Intensity 0.22%-0.45% 

0.05%-0.90% 

Static Temperature 0.15%-0.25% 

Heat of Reaction 0.55%-0.90 % 

Mass Fraction of 

CO2, H2O, and N2 
0.05%-0.07% 

 

The authors do believe that the experimental tests need to be 

done to further validate the results presented in this paper. The 

authors are still working on the project and aiming to perform the 

experimental tests soon.  

4 Results and Discussions 

This paper focuses on the CFD modeling of stoichiometric 

methane-air combustion (ϕ = 1) under a small-scale rectangular 

combustor at a wide range of methane and airflow conditions. 

The combustion study is performed using the species transport 

model (STM). To start the iteration in CFD, FV of 30 m/s (ReCH4 

= 1.8 E+4) is considered as an arbitrary reference value. Then 

AV is changed from 2 m/s to 20 m/s (ReAir = 3.2 E+4 to 3.2 E+5). 

This is how the optimum range of AV is decided. Similarly, to 

get the optimum range of FV, AV = 30 m/s (ReAir = 4.9 E+5) is 

considered as an arbitrary reference value. The FV is changed 

from 2 m/s to 20 m/s (ReCH4= 1.2 E+3 to 1.2 E+4). The authors 

are interested to present the flow and flame characteristics at low 

operating conditions first. After that, the flow and combustor 

behavior at moderate-to-high operating conditions will be 

discussed.  

4.1 Flow and Flame Characteristics at Low ReAir and ReCH4 

 Flow and Flame Characteristics at ReAir = 3.2 E+4 (AV 

= 2 m/s) when ReCH4 = 1.8 E+4 (FV = 30 m/s)  

The flow inside a combustor is controlled by turbulence or 

diffusion. Also, the relative behavior of fluctuating velocity 

component over mean velocity is important for flow 

characterization. To address these, the turbulent intensities (I) are 

investigated. The turbulent intensity reaches a minimum of 4.2 

(%) and a maximum of 700.1 (%) as shown in Fig. 3. The 

turbulent intensity is found to be around ~350% in the ignition 

zone. The higher turbulence in the ignition zone indicates better 

mixing and entrainment. The better mixing confirms the flame 

anchoring in the ignition zone.  

The static temperature contour shows the instantaneous 

flame temperature of the methane-air combustion. As expected, 

the flame temperature reaches 2167 K at ReAir = 3.2 E+4 (Fig. 4). 

It is seen that the temperature is well distributed inside the 

combustor. The flame expansion is seen to be high. The flame is 

expanded from the ignition point to the downstream direction. 

However, a better lateral expansion could be achieved if the flow 

swirl is further improved at the combustor inlet. 

The heat released during the exothermic reaction defines the 

soundness of the combustion. To understand the heat transfer and 

overall heat generation, the heat of reaction contour is studied. In 

this case, the heat of reaction (∆H) reaches a max of 15.2 W (Fig. 

5). The thermal energy generation is maximized near the 

upstream of the combustor, especially in the mixing point or 

ignition point.   

The study of mass fractions (mf) of the products is very 

important especially to determine the completeness of the 

combustion. The mass fraction of CO2, H2O, and N2 are 

presented in Fig. 6. In the methane-air flame, the maximum 

mfCO2, mfH2O, and mfN2 are found to be 0.142, 0.117, and 0.767 

respectively. The mass fractions of the products are within the 

acceptable limits of CH4-Air combustion as stated in [19]-[20]. 

Therefore, it is indicating that the combustion is complete and 

there is no unburn mixture present in the system. 
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Fig. 3 Contour of the turbulent intensity at ReAir = 3.2 E+4 (AV = 2 m/s) 

 

Fig. 4 Contour of the static temperature at ReAir = 3.2 E+4 (AV = 2 m/s) 

 

Fig. 5 Contour of heat of reaction during the methane-air combustion at ReAir = 3.2 E+4 (AV = 2 m/s) 

   

 

Fig. 6 Profiles of mass fraction of (a) CO2, (b) H2O and (c) N2 at ReAir = 3.2 E+4 (AV = 2 m/s) 

 Flow and Flame Characteristics at ReCH4 = 1.2 E+3 

(FV = 2 m/s) when ReAir = 4.9 E+5 (AV = 30 m/s) 

The minimum and maximum turbulent intensity are found 

to be 10.0 % and 681 % respectively at ReCH4 = 1.2 E+3 ( 

Fig. 7). The turbulent intensity is low compared to what is 

seen in Fig. 3. This is due to the low velocity (bulk) intake of the 

combustor. In another word, the relative change of velocity 

fluctuation over the average velocity is comparatively low in this 

case. 

The static temperature reaches a maximum of 2269 K at 

ReCH4 = 1.2 E+3 (Fig. 8). It is also seen that at this specific 

condition, the flame is leaning to the bottom wall. This indicates 

that the flame has very little expansion or lateral displacement. It 

is due to the presence of less fluctuation or turbulence in the flow. 

Also, the recess length further needs to be checked so that fully 

burnt and expanded flame could be achieved even at high Re 

conditions. The heat of the reaction reaches 2.9 W (Fig. 9). The 

generation of heat (∆H) is less in this case which is due to the 

intake of less fuel to the system.  

The maximum mass Fraction of CO2, H2O, and N2 reaches 

0.146, 0.120, and 0.767 respectively (Fig. 10). The mass fraction 

of combustion products does not change with temporal and 

spatial directions. The mass fraction falls within the acceptable 

limits of CH4-Air combustion, as stated in [19]-[20]. Thus 

combustion is considered to be complete. 

 

 

(a) (b) 

(c) 



K. Gaglani, M. A. Hossain /JEA Vol. 03(01) 2022, pp 029-041 

33 

 

 

 
Fig. 7 Contour of the turbulent intensity at ReCH4 = 1.2 E+3 (FV =2 m/s) 

 

Fig. 8 Contour of the static temperature at ReCH4 = 1.2 E+3 (FV = 2 m/s) 

 

 

Fig. 9 Contour of heat of reaction at ReCH4 = 1.2 E+3 (FV = 2 m/s) 

    

 

Fig. 10 Profiles of mass fraction of (a) CO2, (b) H2O and (c) N2 at ReCH4 = 1.2 E+3 (FV = 2 m/s) 

4.2 The Flow Properties and Combustion Dynamics at 

Variable ReAir 

The flow and combustion characteristics are investigated 

under AV = 4 m/s to 20 m/s (ReAir = 6.5 E+4 to 3.2 E+5) while 

keeping ReCH4 = 1.8 E+4.  It is observed from CFD analysis that 

going over AV = 14 m/s, does not provide stable and complete 

combustion. Thus the flow and combustion characteristics at 

ReAir = 6.5 E+4 to 2.3 E+5 (AV = 4 m/s to 14 m/s) are only 

reported here. 

(a) (b) 

(c) 
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Fig. 11 The change in turbulent intensity contours at different Reair values when ReCH4 is kept at 1.8 E+4, (a) Reair = 6.5 E+4, (b) Reair 

= 9.7 E+4 (c) Reair = 1.3E+5, (d) Reair = 1.6 E+5, (e) Reair = 1.9 E+5, and (f) Reair = 2.3 E+5 

The turbulent intensity (I) increases with the increase in 

ReAir (Fig. 11). The Imin increases from 5.2% to 8.8 % whereas 

Imax decreases from 655.7% to 457.5% as ReAir changes from 6.5 

E+4 (4 m/s) to 2.3 E+5 (14 m/s). Increasing AV positively affects 

the Imin, but adversely affects the Imax as long as MV remains 

constant. However, the overall turbulence value is high and 

sufficient enough to provide sound mixing in the combustor.  The 

turbulence helps in flame anchoring in the ignition point. For 

future high Re (or Mach) testing, the decrease in flow turbulence 

might induce flame instability. The flow swirling ratio needs to 

be increased. The swirlers with different geometries or blunt 

bodies should be installed upstream of the combustor.  

The static temperature decreases from 2153 K to 2013 K as 

ReAir increases from 6.5 E+4 to 1.6 E+5. (Fig. 12 (a-d)). After 

that the static temperature increases to 2086 K and 2350 K when 

ReAir  = 1.9 E+5 and 2.3 E+5, respectively (Fig. 12 (e-f)). This 

sudden decrease and increase in static temperature could be 

correlated to the change in reactant entrainment rate, flow 

fluctuation, etc. Also, the mesh growth rate, mesh fining rate 

should be further checked to get a stable static temperature at 

these operating conditions. However, the change observed in 

static temperature (2013 K-2350 K) falls within the standard 

limit of methane-air combustion [19]-[20].  

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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(f) 

Fig. 12 The change in static temperature contours at different Reair values when ReCH4 is kept at 1.8 E+4, (a) Reair = 6.5 E+4, (b) Reair 

= 9.7 E+4 (c) Reair = 1.3E+5, (d) Reair = 1.6 E+5, (e) Reair = 1.9 E+5, and (f) Reair = 2.3 E+5 
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(e) 

 

 
(f) 

Fig. 13 The change in heat of reaction contours at different Reair values when ReCH4 is kept at 1.8 E+4, (a) Reair = 6.5 E+4, (b) Reair = 

9.7 E+4 (c) Reair = 1.3E+5, (d) Reair = 1.6 E+5, (e) Reair = 1.9 E+5, and (f) Reair = 2.3 E+5 

 

Fig. 14 The change in mass fraction of CO2, H2O and N2 at different Reair values when ReCH4 is kept at 1.8 E+4. 
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The heat of reaction (HOR) decreases from 15.6 W to 11.7 

W as ReAir increases from 6.5 E+4 to 9.7 E+4. (Fig. 13 (a-b)). 

After that, the HOR value remains constant at around ~5.5 W 

(Fig. 13 (c-d)). Then HOR drops to 3.6 W (Fig. 13 (f)). Overall 

HOR decreases with an increase in ReAir. This decrease in heat 

generation is due to the insufficient supply of CH4 in the system. 

The CH4 supply should be adjusted (increased) to keep up the 

high level of HOR for each run of combustion tests. However, 

the heat of reaction magnitude is matched with the exothermic 

enthalpy of methane and air chemical reaction reported in [19]-

[20]. The mass fraction of CO2 at the combustor outlet decreases 

from 0.142 to 0.131 as ReAir increases from 6.5 E+4 to 1.9 E+5 

(Fig. 14). The mass fraction of CO2 increases to 0.153 at ReAir = 

2.3 E+5 (Fig. 14). This increase in mass fraction of CO2 should 

be further examined by increasing the meshing and relaxation 

factor in CFD. The mass fraction of H2O decreases from 0.116 

to 0.105 when ReAir changes from 6.5 E+4 to 1.9 E+5 (Fig. 14). 

The mass fraction of H2O increases to 0.129 at ReAir = 2.3 E+5 

(Fig. 14). The average mass fraction of H2O is found to be 0.114 

which is similar to what is stated in [19]. The mass fraction of N2 

at the combustor outlet remains constant at 0.767 when ReAir 

changes from 6.5 E+4 to 2.3 E+5. The overall trend of mass 

fraction of CO2, H2O, and N2 is steadier. The range of production 

mass fraction falls within the acceptable standard limit presented 

in [19].  

4.3 The Flow Properties and Combustion Dynamics at 

Variable ReCH4 

The CFD investigation is further extended by keeping ReAir 

constant at 4.9 E+5 (AV =30 m/s) and changing ReCH4 from 2.4 

E+3 to 1.8 E+4 (FV = 4 m/s to 30 m/s). However, crossing over 

ReCH4 = 7.2 E+3 (MV =12 m/s), does not provide stable or 

complete combustion. Thus, the authors are interested to present 

the results at ReCH4 = 2.4 E+3 to 7.2 E+3 (MV = 4 m/s to 12 m/s) 

only. At this time, the effect of variable ReCH4 (at constant ReAir) 

on the flame and flow properties is investigated. The minimum 

turbulent intensity (Imin) of ~12% is observed under all ReCH4 

conditions.  However maximum turbulent intensity (Imax) 

decreases from 667% to 524% as ReCH4 varies from 2.4 E+3 to 

7.2 E+3 (Fig. 15). The decrease in Imax could be related to the 

presence of less flow fluctuation in the system. Installing swirlers 

or a bluff body upstream of the combustor could enhance the 

flow turbulence at high Reynolds conditions. Also, perforated 

plates with various blockage ratios could be used at the 

combustor inlet. The use of this kind of plate alters the turbulence 

level, eddy size, and overall flow fluctuation in the system.  

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
(e) 

Fig. 15 Turbulent Intensity contour at variable ReCH4 when ReAir is kept at 4.9 E+5, (a) ReCH4 = 2.4 E+3, (b) ReCH4 = 3.6 E+3 (c) 

ReCH4 = 4.8 E+3, (d) ReCH4 = 6.0 E+3, and (e) ReCH4 = 7.2 E+3 
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(b) 
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(d) 

 

 

(e) 

Fig. 16 The change in static temperature contour at variable ReCH4 when ReAir is kept at 4.9 E+5, (a) ReCH4 = 2.4 E+3, (b) ReCH4 = 3.6 

E+3 (c) ReCH4 = 4.8 E+3, (d) ReCH4 = 6.0 E+3, and (e) ReCH4 = 7.2 E+3 

The static temperature decreases from 2148 K to 2082 K as 

ReCH4 varies from 2.4 E+3 to 4.8 E+3 (Fig. 16 (a-c)). The static 

temperature is then increased to 2177 K and decreased to 1856 

K at  ReCH4 = 6.0 E+3 and 7.2 E+3, respectively. The static 

temperature, in general, has decreased with the increase in ReCH4. 

The decrease in static temperature results due to the insufficient 

supply of air into the combustor. Making the mixture oxygen-

rich might mitigate this issue. In this research, only the 

stoichiometric mixture is considered. The authors do believe that 

the effect of different equivalence ratios (ϕ) or lean-to-rich 

mixture conditions at each Re should be investigated using both 

CFD and experiments.  

The heat of reaction is found to be 3.0 at ReCH4 = 2.4 E+3 

(Fig. 17 (a)), whereas it reaches a maximum of 8.9 and 8.1 at 

ReCH4 = 3.6 E+3 and 4.8 E+3, respectively (Fig. 17 (b-c)). The 

minimum heat of reactions of 1.3 and 1.2 are observed at ReCH4 

= 6.0 E+3 and 7.2 E+3, respectively (Fig. 17 (d-e)). This change 

in heat of reaction is because of the constant supply of air while 

the methane velocity keeps changing. To overcome this, the air 

velocity needs to be adjusted at variable ReCH4. A test matrix 

should be developed for air and methane flow velocities 

accommodating various equivalence ratios (ϕ).
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(e) 

Fig. 17 The change in heat of reaction at variable ReCH4 when ReAir is kept at 4.9 E+5, (a) ReCH4 = 2.4 E+3, (b) ReCH4 = 3.6 E+3 (c) 

ReCH4 = 4.8 E+3, (d) ReCH4 = 6.0 E+3, and (e) ReCH4 = 7.2 E+3 

 

Fig. 18 The change in mass fraction of CO2, H2O and N2 at variable ReCH4 when ReAir is kept at 4.9 E+5. 
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The mass fraction of CO2 decreases from 0.144 to 0.139 as 

ReCH4 increases from 2.4 E+3 to 4.8 E+3 (Fig. 18). The mass 

fraction reaches back to 0.144 at ReCH4 = 6.0 E+3 and again drops 

to 0.121 at ReCH4 = 7.2 E+3. There is a change in the mass 

fraction of CO2, however, the change is not significant for most 

of the CFD runs. The mass fraction of H2O decreases with the 

increase in ReCH4. It decreases from 0.118 to 0.114 as ReCH4 

changes from 2.4 E+3 to 4.8 E+3 (Fig. 18). After that, it reaches 

the original value of 0.118 and then drops to 0.095. An average 

mass fraction of H2O of 0.112 is observed from the CFD study. 

The mass fraction of N2 remains constant at 0.767 at all ReCH4 

conditions. The mass fraction of products falls within the 

acceptable limit of CH4-air combustion as reported elsewhere 

[19]-[20].  

The ongoing research is focused on optimizing the possible 

test operating conditions for methane-air combustion under a 

small-scale rectangular combustor. In this research, a cross-

validation technique has been implemented to develop an 

optimum test matrix. First, the fuel injection velocity is kept 

constant and air injection velocity is changed. The second time, 

the air injection velocity is kept constant and fuel injection 

velocity is changed. The authors found a preliminary test 

operating conditions: ReAir and ReCH4 could be changed from 3.2 

E+4 to 2.3 E+5 and 1.2 E+3 to 7.2 E+03, respectively. The 

authors are planning to continue this research using the reverse 

test validation method where at each of the fuel injection 

velocities, a wide range of air injection velocities will be 

investigated. Afterward, a complete test matrix will be proposed.  

5 Conclusions 

A species transport Model (STM) with 2D axisymmetric 

space is used to study the stoichiometric (ϕ =1) CH4-Air 

combustion under an axisymmetric small-scale combustor. In 

this study, a parallel injection of methane and air streams is 

considered. The methane and air are introduced to the combustor 

without any prior mixing thus the mixture is non-premixed.  

 The combustion and flow characteristics are investigated at 

air injection velocity (AV) = 2 m/s to 30 m/s and fuel 

injection velocity (FV) = 2 m/s to 30 m/s. 

 The research shows that AV over 14 m/s and FV over 12 

m/s do not provide stable and complete combustion. Thus, 

the authors come up with preliminary test operating 

conditions: ReAir = 3.2 E+4 to 2.3 E+5 and ReCH4 = 1.2 E+3 

to 7.2 E+3.   

 In the first approach of CFD study, FV is kept at 30 m/s 

(ReCH4 =1.8 E+4) while AV is changed from 2 m/s to 14 

m/s (ReAir = 3.2 E+4 to 2.3 E+5). At these specific 

conditions, Imin increases from 5.2 % to 8.8 % whereas Imax 

decreases from 655.7 % to 457.5%. The static temperature 

varies from 2013 K to 2350 K. The heat of reaction (HOR) 

is decreased from 15.6 W to 3.6 W. The decrease in HOR 

value could be linked to the supply of less CH4 into the 

combustor. The average mass fraction of the CO2, H2O, and 

N2 are found to be 0.139, 0.115, and 0.767, respectively. 

 In the second approach of the CFD study, a cross-test 

validation technique is implemented. Now, AV is kept at 

30 m/s (ReAir =4.9 E+5) while FV is changed from 2 m/s to 

12 m/s (ReCH4 = 1.2 E+3 to 7.2 E+3). The Imin remains 

constant at ~12% whereas the Imax drops from 681% to 524 

%. The static temperature varies between 1856 K and 2269 

K. The heat of reaction (HOR) varies from 1.2 W to 8.9 W. 

The average mass fractions of CO2, H2O, and N2 are 0.139, 

0.113, and 0.767, respectively.  

 The authors would like to conduct more research using 

combustion modeling, analytical analysis, and 

experimental tests. The authors are also interested to 

validate the CFD results with the experimental tests soon. 

The authors will investigate the effect of different 

equivalence ratios (ϕ) and Reynolds numbers on the flow 

and flame characteristics and see how that affects the 

combustor design.  

Nomenclature 

STM Species Transport Model 

AV  Airflow Velocity 

FV  Fuel flow Velocity 

µt  Turbulent Viscosity 

Dt  Turbulent Diffusivity 

TKE Turbulent Kinetic Energy 

Gb  Generation of TKE due to the Change in Buoyancy Forces  

Gk  Generation of TKE due to the Change in Velocity Gradient 

Yi  The Local Mass Fraction of Each Species 

σk, SƐ Source terms used in Energy Transport Analysis 

Si  Rate of Creation by Particulate, Soot, etc. 

Ri  Net Rate of Production of Species i by the Chemical Reaction 

∇T Change in Temperature during the Combustion 

Ji The Diffusion Flux of Species i  

DT,i  Coefficients of the Thermal Diffusion  

Di,m Coefficients of the Mass Diffusion  

Sct  The Turbulent Schmidt Numbers 

ρ  Density of the reactants 

k  Thermal Conductivity  

Cp  Specific Heat  

Reair Reynolds Number Based on Air Velocity and Air Inlet Slot 

Geometry 

ReCH4 Reynolds Number Based on Fuel Velocity and Fuel Slot Geometry 

ϕ Equivalence Ratio-a ratio of actual A/F ratio over stoichiometric A/F 
ratio 
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